INSTITUTIONS, INVESTMENT, AND GROWTH:
NEW CROSS-COUNTRY AND PANEL DATA EVIDENCE

JOHN W. DAWSON*

This paper outlines the alternative channels through which institutions affect
growth, and studies the empirical relationship between institutions, investment, and
growth. The empirical results indicate that (i) free-market institutions have a pos-
itive effect on growth; (ii) economic freedom affects growth through both a direct
effect on total factor productivity and an indirect effect on investment; (iii) political
and civil liberties may stimulate investment; (iv) an important interaction exists
between freedom and human capital investment; (v) Milton Friedman's conjectures
on the relation between political and economic freedom are correct; (vi) promoting
economic freedom is an effective policy toward facilitating growth and other types

of freedom. (JEL O17, 040, P51)

. INTRODUCTION

The past decade has witnessed a resurgence
of research on the macroeconomic determi-
nants of growth. Concurrently, many coun-
tries of the world have promoted freedom as
a means of fostering long-run economic suc-
cess. Freedom—whether political, civil, or
economic freedom—makes up what econo-
mists refer to as the “institutions™ of an econ-
omy, and the trend toward increased freedom
is indicative of the belief that “good” institu-
tions are an important determinant of, or pre-
condition for, economic growth and develop-
ment.

Neither the inquiry into the causes of the
wealth of nations nor the notion that institu-
tions affect economic performance is new
among economists. In 1776, Adam Smith el-
oquently proclaimed that the path to economic
prosperity begins with freedom from govern-
ment intervention. More recently, Milton
Friedman [1962, 1981] has written on eco-
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nomic freedom, political freedom, and the
role of government in a free society, and
Douglas North [1990] has described the link
between institutions and economic perfor-
mance. The debate over institutions and eco-
nomic outcomes, however, has been one of
considerable controversy regarding which in-
stitutional arrangements are most conducive
to long-run growth.

The past decade’s renewed interest in
growth has produced a vast literature, includ-
ing both theory and empirical evidence on
various potential “engines” of growth.! The
relationship between institutions and growth,
however, has received relatively little atten-
tion from either a theoretical or empirical
standpoint. This is somewhat surprising given
the long-standing tradition of institutions and
growth in economics and the recent trend to-
ward freedom in the world. This paper formal-
izes, in the context of the neoclassical growth
model, the alternative channels through which
institutions affect long-run growth. The ques-
tion is whether institutions affect aggregate
economic activity indirectly, through an effect
on investment, or directly, through an effect
on total factor productivity, or both. The al-
ternative models imply different empirical
specifications which, when confronted with

ABBREVIATIONS
MRW: Mankiw, Romer and Weil [1992]
GLB: Gwartney, Lawson and Block [1996]
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cross-country data, provide new insight on the
relationship between institutions and growth.
The paper also addresses the relative impor-
tance of different types of freedom on long-
run economic outcomes by using previously
existing indexes of political and civil freedom
as well as a new measure of economic free-
dom.

The empirical analysis uses both cross-sec-
tion and, for the first time in the study of in-
stitutions and growth, panel data. The evi-
dence suggests that free-market institutions
have a positive effect on economic growth
across countries and over time. Economic
freedom appears to affect growth through both
a direct effect on productive efficiency and an
indirect effect on investment. The relationship
between political and civil liberties and
growth is found to be more tenuous. To the
extent that the evidence supports such a rela-
tionship, it appears to work only through an
effect on investment. The evidence also sug-
gests that growth is affected through a channel
involving human capital investment and pop-
ulation growth, lending support for models
where the choice between fertility and human
capital accumulation is crucial in the develop-
ment process. Additional analysis suggests
that economic and, possibly, civil liberties
play a role in explaining cross-country varia-
tion in educational attainment.

The availability of new cross-country data
on economic freedom also provides an oppor-
tunity for the analysis of institutions and
growth to be extended in an important direc-
tion.? Friedman [1962] has conjectured that
there is an intimate connection between eco-
nomic and political freedom. This paper pres-
ents, for the first time that this author is aware
of, empirical evidence supporting Friedman’s
hypothesis. This result has important implica-
tions for the study of institutional change as
well as the institutions-growth relationship.

The paper is organized as follows. Section
I introduces the growth model and discusses
the data and empirical methodology used in
the paper. Section IIl presents the empirical
results and compares them with the findings
of previous empirical studies of the institu-
tions-growth relationship. Section IV extends

2. Thanks to an anonymous referee for suggesting this
extension.

the analysis to study patterns of institutional
change, and the final section concludes.

Il. MODELLING AND ESTIMATING THE
INSTITUTIONS-GROWTH RELATIONSHIP

The Model and Cross-Section Estimation

The basic theoretical framework used for
the analysis of growth in this paper is an ex-
tension of Mankiw, Romer, and Weil’s [1992]
(MRW) human capital augmented version of
the Solow [1956] model. This section pro-
vides only enough detail to introduce the es-
timating equations that will be used below.?

The model assumes a Cobb-Douglas pro-
duction function which exhibits constant re-
turns to scale but diminishing returns to each
factor individually, viz.

(1 Y, = K HP (A L)',
o,pP>0, a+p<1

where Yis aggregate output, K is physical cap-
ital, H is human capital, L is raw labor, and 4
is the level of (labor-augmenting) technology.
Labor and technology are assumed to grow at
the exogenously given rates » and g, respec-
tively. All capital depreciates at the constant
rate & and s,, in physical and human capital,
respectively. Thus, this paper does not address
the determinants of investment from the
standpoint of a maximizing model of individ-
ual behavior.

Following MRW, the model can be solved
for the steady-state level of output, and the
transitional dynamics can be described by a
linear approximation of the economy’s path
toward the steady state. The speed of conver-
gence is given by the parameter ¢=
(n+g+3){1 —a—P). Given this setup, the
following estimating equation can be derived:

(2) Iny,.— Iny, = 7, + 7, Iny,

+ myln(n + g + 8) + mylns, + w,lns,,.

3. The derivation of the estimating equations is similar
to that in MRW, and is formally presented in an unpub-
lished appendix available from the author upon request.
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The lower case y is the per worker analog of
the aggregate level ¥ in equation (1). The sub-
scripts 0 and 7 refer to the initial and terminal
dates of the period over which the transition
is defined. The m, are parameters to be esti-
mated, and the restriction ®; + Ty = — 7, is im-
plied by the model. Equation (2) provides a
framework for testing the implications of the
neoclassical model in a pure cross-section set-
ting; that is, where one observation for each
country is used. Typically, Ordinary Least
Squares (OLS) is used in the estimation of the
cross-section model.

This paper offers two extensions of the
neoclassical model which illustrate the poten-
tial effects of institutions on growth. In the
first, institutions affect growth through an ef-
fect on investment. In the second, institutions
affect total factor productivity. Throughout
the following discussion, F, denotes an index
of institutional attributes or freedom (e.g., po-
litical, civil, or economic freedom) for which
a higher value represents “better” institutions
or more freedom.

Institutions and Investment. If institutions pri-
marily affect investment, then institutions af-
fect growth indirectly through what is often
called “the investment channel.” Intuitively,
three arguments for a positive link between
institutions and investment are offered by
Besley [1995]. First, secure property rights
may protect the fruits of investment from ex-
propriation by the state or other individuals.
Second, favorable institutions governing
credit markets and the enforcement of con-
tracts can eliminate barriers to the financial
and contractual arrangements that are neces-
sary to carry out investment. Third, institu-
tions which facilitate economic transactions
between individuals and firms enhance the
gains from trade and, therefore, increase the
potential return to investment.

Extending the necoclassical model to in-
clude the effect of institutions working
through the investment channel is straightfor-
ward. Simply let the saving share s; be written
as a function of F such that s, > 0. Note that
while s, is assumed to be constant over time
within an economy, what we have in mind
here is that different economies with different

institutions (and, thus, a different value of F)
will have a different value of s,. This exten-

sion does not alter the steady-state solution of
the model or the resulting estimable equation
(2), except that 5, is now a function of F. How-
ever, this seemingly innocuous theoretical
modification has potentially important impli-

.cations for the empirical analysis that follows.

Two cases are noteworthy. First, if institutions
are the primary factor driving cross-country
differences in investment, it is redundant to
include both investment and an institutional
measure as regressors in a cross-country anal-
ysis based on equation (2). One should, how-
ever, observe a strong relationship between
institutions and investment in this case, and
the relationship between institutions and
growth should strengthen, in a statistical
sense, if investment is omitted as a condition-
ing variable. Second, if factors other than in-
stitutions also contribute to cross-country
variation in investment or if the effect of in-
stitutions operates partially outside the invest-
ment channel, the inclusion of an institutions
variable should attenuate the size and signif-
icance of the estimated coefficient on invest-
ment to the extent that the investment channel
is operative. Elimination of investment as a
conditioning variable would not be appropri-
ate in this case, however, as important infor-
mation would presumably be lost.

Most empirical growth studies which in-
vestigate the role of institutions include in-
vestment as well as some measure of institu-
tions, a specification which may be incorrect
if the investment channel is operative. The
findings of these studies regarding the impor-
tance of institutions in the growth process are
mixed and, as is typical in empirical growth
analysis, quite sensitive to changes in speci-
fication. None of these studies, however, ex-
ploit this sensitivity to study the channels
through which institutions affect growth. The
empirical work of section III will examine this
issue.

Institutions and Total Factor Productivity. An
alternative channel through which institutions
might affect growth is changes in the aggre-
gate production function. In other words,
cross-country differences in institutional ar-
rangements may cause variation in productive
efficiency across countries. This implies that
countries with abundant resources may expe-
rience low standards of living because they
lack the institutional “infrastructure” to sup-
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port a system of efficient resource allocation.
This is the situation the formerly communist
countries of the Soviet bloc are currently
struggling to change. In the neoclassical
growth model, 4 serves as a catch-all term for
any influences on factor productivity. While
A is usually described as the level of technol-
ogy, other factors such as institutions and any
inputs not explicitly accounted for in the pro-
duction function also affect 4.

The notion that institutions affect total fac-
tor productivity can be explicitly incorporated
in the model by specifying technology, 4, to
be a function of institutions, F. This specifi-
cation implies that technology evolves exog-
enously, as is traditional in the neoclassical
model, but also that differences in institutions
have a “fixed effect” on the level of produc-
tivity across countries. Given a convenient
functional form for the equation describing
the evolution of A4, the following equation can
be derived to replace equation (2):

3) Iny, — Iny, = m, + 7, Iny,
+ m,In(n + g + 8) + mylns,
+ mylns, + wslnf

Note that the new empirical specification is
identical to equation (2) except that the right-
hand side now includes a measure of institu-
tions as a regressor. Thus, if institutions influ-
ence growth primarily through an effect on
total factor productivity, measures of both in-
vestment and institutions should be statisti-
cally significant.

Since the empirical specification in equa-
tion (3} is distinct from that implied by the
investment channel, empirical evidence may
provide insight into which formulation most
accurately describes how institutions affect
growth. In summary, if institutions operate
predominantly through the investment chan-
nel, measures of freedom will have little or
no explanatory power if the saving rate is al-
ready included as an explanatory variable in
cross-country regressions. If institutions work
primarily through a direct effect on factor pro-
ductivity, however, including a measure of
freedom in a growth regression can be ex-
pected to add explanatory power. If institu-
tions work through both channels simulta-

neously, the inclusion of an institutions vari-
able as a regressor should add explanatory
power and reduce the estimated size and sig-
nificance of investment’s impact on growth.

Panel Data Estimation

This section explains how the institutions-
growth relationship can be estimated in a
panel data setting. Previous studies of institu-
tions and growth assume that institutions
change only slowly over time, in which case
no valuable information would be gained from
an analysis that includes a time dimension.
There are at least three reasons, however, that
motivate an investigation of the growth ef-
fects of time variation in institutions. First, the
results of previous cross-section studies sug-
gest that changes in freedom over time may
be important in explaining differences in
long-run growth. Second, the introduction of
a time dimension provides a means of control-
ling for reverse causation by relating initial
levels of freedom to subsequent growth rates
over a shorter, more proximate sample period.
This increases the chances that an observed
correlation implies causation. Finally, a panel
analysis is particularly timely given the recent
changes in freedom in many countries of the
world.

Unlike the single cross-section framework
where countries are assumed to have the same
aggregate production function, the use of
panel data allows different countries to have
different production functions (that is, differ-
ent parameter values for each country). This
distinction is particularly important in the
study of institutions and growth, since differ-
ences in institutions across countries have
long been thought to be a “fixed effect” in
explaining cross-country variation in eco-
nomic performance. Since panel data analysis
controls for fixed effects, it is important to
assess the role of institutions in this frame-
work. Rewriting equation (3) in a more gen-
eral form provides an equation more suitable
for panel data estimation:

— 0
4) z, =W, +n,+m ), + ' x, +¢g,

where z,=lwl-1nf, x,=[In(n,+g+3),
lnsk,izs lnsh,its InF,)', m=[n, m;, my, ms]’, and
i; and m, represent country- and time-specific
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effects, respectively.*’ If InF, is omitted in

the estimation of equation (4), its influence is
considered to be a country-specific effect cap-
tured by p,. Estimation of equation (4) is car-

ried out using the three-stage least squares
{3SLS) procedure described in Hsiao [1986,
95-96].%

In the panel analysis, the sample period
19751990 is divided into three five-year sub-
periods, namely 1976—1980, 1981—-1985, and
1986—1990. Thus, the period subscript, ¢, in
equation (4) is defined over the values [1, 2,
3]. For example, when ¢=1, T= 1980 and )9
refers to the level of income per worker in
1975. The choice of five-year subperiods is a
compromise between the 15-year averages
used in the single cross-section analysis and
the use of annual data. Using annual observa-
tions is not appropriate since the objective is
to study long-run growth rather than short-
term fluctuations in economic activity. A five-
year subperiod is probably the shortest term
in which it can be reasonably expected that
all business cycle fluctuations will be “aver-
aged” out.” Arguably, changes in institutions
may manifest themselves slowly in terms of
influencing economic performance, in which
case the analysis using five-year time inter-
vals may not uncover the underlying institu-
tions-growth relationship. This question, how-
ever, is ultimately an empirical issue.

Hl. EMPIRICAL EVIDENCE ON THE
INSTITUTIONS-GROWTH RELATIONSHIP

Brief Review of the Literature

The institutions-growth relationship has
been considered in several empirical studies
of cross-country growth, but difficulty in mea-

4. The notation for initial and end-of-period income is
altered slightly in this subsection since these variables take
on different values in each subperiod ¢ in the panel analysis.

5. p, and 1, can be viewed as a decomposition of the
constant term 7 in equation (3). In the derivation of equa-
tion (3), m, is expressed as the sum of two terms, one
containing A, which captures the effects of all unobserved
factors on production in country i, and one which suggests
the presence of effects specific to period .

6. The application of this procedure to equation (4) is
described in an unpublished appendix available from the
author upon request.

7. The choice of five-year subperiods is also dictated
by the sampling frequency with which the human capital
and economic freedom data are available.

suring institutional characteristics has been a
limiting factor in these analyses. Mauro
[1995] uses measures of bureaucratic honesty
to proxy the institutional environment and
finds that corruption lowers investment and
therefore economic growth. Keefer and Knack
[1995] use measures of property rights, which
are found to be positively related to invest-
ment and growth. Barro [1991] finds that a
measure of political instability is significantly
related to investment. Other studies rely on
indexes covering a wider array of institutional
attributes. In their seminal study of growth
empirics, Kormendi and Meguire [1985] uti-
hize data from Gastil (various years) to test for
an effect of civil liberties on economic perfor-
mance and investment. They present evidence
that civil liberties have “a marginal effect on
growth and a dramatic effect on investment”
in their sample of 47 countries over the period
1950—-1977 [157]. More recently, Levine and
Renelt [1992] found civil liberties robust in
explaining cross-country variation in invest-
ment. In another extensive study, Barro
[1991] uses Gastil’s breakdown of countries
into socialist, mixed, and free enterprise eco-
nomic systems to construct a dummy variable
which is included in cross-country growth re-
gressions, Using a sample of 98 countries over
the period 1960—-1985, the results suggest a
marginally significant, negative effect of so-
cialist systems and a zero-c¢ffect of mixed sys-
tems on growth, relative to that in free enter-
prise systems.

While the Kormendi and Meguire, Levine
and Renelt, and Barro studies consider a wide
range of possible determinants of long-run
growth, Scully [1988] focuses exclusively on
the role of institutions in economic develop-
ment. The institutional data for this study also
come from Gastil’s indexes of political, civil,
and economic liberties across countries. In a
sample of 115 economies over the years
1960—1980, Scully documents strong evi-
dence of a positive relationship between the
level of freedom and economic growth; how-
ever, his analysis omits most of the condition-
ing variables used in more comprehensive
studies of the determinants of growth. Scully’s
analysis did not address the channels through
which institutions affect growth.

A considerable literature exists on the re-
lationship between democracy and growth, in-
cluding recent papers by Helliwell [1992] and
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Barro [1996]. As with the results based on
broader measures of institutions, the evidence
on the democracy-growth relationship is
mixed. Przeworski and Limongi [1993] pro-
vide a review of this literature as well as a
discussion of the possibility that political re-
gimes are themselves a function of the level
of development. The reverse causation issue
will be discussed further in the sections below.

Measuring Institutional Characteristics

The most difficult obstacle in the empirical
analysis of institutions and growth is the mea-
surement of institutional characteristics. A
measure of an economy’s institutions, broadly
defined, is a description of a multi-dimen-
sional feature of an economy, where each di-
mension is inherently difficult to quantify. De-
spite this problem, measures of institutions
currently exist. The most well-known and
widely used measures are the indexes of civil
and political liberties developed by Gastil.
These measures are based on information
gathered in the Comparative Survey of Free-
dom, originally conducted in 1972 by Free-
dom House, the publisher of the survey re-
sults. Gastil’s indexes rate each country on a
scale from 1 to 7, with 1 representing the most
freedom and 7 the least, based on a sample of
qualitative criteria. For example, the political
liberty index is based on indicators of the
meaningfulness of individuals® participation
in the political process, such as the right to
vote and hold office and the role of elected
representatives in the making of public policy.
The civil liberty ranking is based on such cri-
teria as freedom of speech and the press, free-
dom of assembly and association for political
and business purposes, and freedom of travel
within and outside of the country.

Wright {1982] extends the Freedom House
report to include a rating of economic free-
dom; because of the limited time period cov-
ered, however, Wright’s rating is not used in
the analysis below. This paper utilizes data
recently published by Gwartney, Lawson, and
Block [1996] (GLB). The economic freedom
index, as it is called, is the most extensive
measure available in terms of its coverage of
countries, time, and attributes of freedom, and
makes possible for the first time a panel anal-
ysis of economic freedom and growth. The
GLB measure is based on the concept of eco-

nomic freedom developed by Rabushka
[1991] which emphasizes personal choice,
protection of private property, and freedom of
exchange. The index is based on various com-
ponent aspects of economic freedom which
include, among other things, freedom from
government regulation; the presence of gov-
emment-operated enterprises; the size of pub-
lic sector consumption, transfers, and subsi-
dies; top marginal tax rates on income; the
size of the international trade sector; the pres-
ence of export subsidies or import tariffs; and
the protection of money as a store of value.
These components are weighted to construct
summary measures, or indexes, of economic
freedom which allow the most complete anal-
ysis to date of the role of free-market institu-
tions in promoting economic growth.

GLB define three different indexes, de-
noted /£, {51, and [S2; these correspond to
three different weighting schemes. In the
“equal impact” index /E, each index compo-
nent exerts an equal impact on the index. This
is accomplished by simply assigning each
component a weight equal to the inverse of its
standard deviation. The more subjective “sur-
vey indexes” IS/ and /S2 use weights derived
from two different surveys of the relative im-
portance of the index components in deter-
mining a country’s economic freedom. Since
the construction based on equal impact of the
attributes is independent of any knowledge of
recent country performance, /E will be used
in the empirical analysis below.® An appendix
presents summary statistics and correlations
for the Gastil and GLB indexes used below.

Cross-Country Results

Adding an error term to equation (3) results
in the following regression equation for a
given country:

(5) z=m,+ n,lny, + nIn(n + g + )

+ m,lns, + mlns, + wnF + &

8. Using the 1975-1985 average for each country, the
Spearman rank correlations between [E and /S7/ and IS2
are 0.96 and 0.97, respectively. The correlations are sig-
nificant at the 1% level for the 85-country sample used in
the analysis below. Using /S7 or /S2 instead of /E does not
qualitatively affect the results reported below.
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where z=Iny;—Iny, and ¢ is a disturbance

term. In the cross-section analysis, the sample
period is 1975 to 1990. Thus, z is the cumu-
lative growth rate over the period 1975 to
1990 and y, is the level of real GDP per

worker in 1975. Annual averages over the pe-
riod 1975—1990 are used for the explanatory
variables #, s,, and s,. Alternative measures

are used for F, as described below.

The primary data source for the estimation
of equation (5) is Summers and Heston
[1991]. The dependent variable is computed
from the series RGDFPW in the Summers and
Heston dataset. The investment to GDP ratio,
series [ in the dataset, is used to proxy for s,.

A proxy for n+ g + & is obtained by computing
the growth rate of the labor force, implicit in
the Summers and Heston dataset, and adding
g+ 6 =0.05 (following the assumption used in
MRW).? A proxy for s, is the percentage of

the working-age population enrolled in sec-
ondary school taken from Barro and Lee
[1993]. The alternative institutional measures
discussed above are used for F, to assess the

relative importance of political, civil, and eco-
nomic institutions’ influence on growth.

OLS is used in the estimation of equation
(5), with the parameter restriction
T3 + M, = — M, imposed. 1, is estimated as the
regression intercept and all reported standard
errors in the cross-country analysis are cor-
rected for possible heteroskedasticity using
White’s [1980] correction. The analysis in-
cludes all countries for which complete data
are available.

Table I presents the cross-country esti-
mates of equation (5). Column | presents the
estimate of the model when no institutions
variables are included. The results support the
predictions of the underlying model in several
respects. First, all explanatory variables are
statistically significant and have the expected
sign. Second, the imposed restriction that the
coefficients on Ins,, Ins,, and In{z + g + &) sum

to zero cannot be rejected at conventional sig-
nificance levels. And finally, the implied val-

9. As described in footnote 15 of Summers and Heston,
the Proportion of the Population Under age 15 (PPUIJ5)
and the Labor Force Participation Rate (LFPR) are avail-
able implicitly. Given explicit data on the Total Population
{(POP), the Labor Force (LF) is defined as LF = LFPR x
(1-PPUI5) x POP.

ues of o, B, and ¢, which can be derived from
the parameter estimates, are consistent with
those reported for the broadest sample of
countries in MRW.

Columns 2, 3, and 4 report estimates of the
model when the initial level (F) and change

(AF) in the Gastil and GLB freedom indexes
are used for F. The results in columns 2 and
3 indicate that political and civil liberties are
not significantly related to growth after con-
ditioning on other factors that affect growth.
This result is in direct contrast to those pre-
sented in Scully’s study of institutions and
growth where, as mentioned above, most of
the conditioning variables were omitted.
Thus, the results are apparently sensitive to
the set of explanatory variables included in
the empirical specification. That is, when fac-
tors such as initial income, physical and
human capital investment, and labor force
growth are controlled for, the apparent impact
of institutions as measured by the Gastil in-
dexes disappears. This, of course, implies that
these measures of institutions are positively
correlated with some or all of the control vari-
ables which themselves are significant in ex-
plaining cross-country growth, but the institu-
tional measures provide no additional explan-
atory power.!0

Column 4 reports the results using the /F
measure of economic freedom. The results in-
dicate that, on average, the initial level of eco-
nomic freedom has a marginally significant,
positive effect on subsequent growth even
after controlling for the change in freedom
over the period and accounting for other cor-
relates of growth.!! A significant increase in
explanatory power is also noteworthy, as the
adjusted R? increases from 0.29 to 0.47 upon
inclusion of the economic freedom variables.
To provide an indication of the economic sig-
nificance of this result, the estimated coeffi-

10. This point was made by Barro [1996, 10] with re-
spect to political institutions.

11. The change in freedom over the period is highly
significant in the growth regression, but this correlation
could result from reverse causation in the institutions-
growth relationship. In this analysis, the initial level and
change in the indexes are used rather than the average level
over the sample period because an observed relationship
between the latter and growth could result from reverse
causation. Conditioning on the change in freedom over the
period controls for the correlation due to reverse causation,
so that finding the initial level of freedom to be significant
indicates more credibly that institutions cause growth,
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TABLE 1
Cross-Country Growth Regressions, 19751990
Estimation by OLS; Parameter Restriction Imposed?

Freedom Measure

Variable” None Political Civil Economic
Intercept 0.53 0.78 0.79 0.36
(0.400) (0.506) (0.489) (0.364)
Initial Income -0.237 —0.25™" -0.257" -0.20""
(0.057) (0.059) (0.060) (0.049)
Investment share 0.26"" 0.26"" 0.26"" 0217
(0.067) (0.067) (0.067) (0.062)
Labor force growth 039" —0.38™" -0.38"" —0.29"
(0.073) (0.074) (0.072) (0.069)
Human capital 0.137 0.12"" 0.12"" 0.08"
(0.047) (0.047) (0.048) (0.047)
Initial freedom — —~0.05 —0.06 —0.14"
(0.067) (0.065) (0.074)
Change in freedom — -0.02 —0.01 —0.14""
(0.024) (0.030) (0.024)
Adjusted R 0.29 0.28 0.27 0.47
Restriction p-value 0.966 0.809 0.817 0.976
Implied o 0.420 0.409 0.414 0.427
Implied B 0.207 0.194 0.187 0.163
Implied ¢ 0.018 0.019 0.019 0.015
Number of observations 85 85 85 85
Notes:

2The dependent variable is gr’owth in real GDP per worker, 1975-1990. Parentheses contain White [1980]

corrected standard errors. = and

denote statistical significance at the 10% and 5% level, respectively.

bAll explanatory variables entered as natural logarithms except for those representing changes in freedom.

cients suggest an initial /E rating one standard
deviation above the mean provides a 3.78 per-
centage point higher growth rate over the sub-
sequent 15-year sample period, holding the
level of freedom fixed over the period.!?

12. Another noteworthy issue is the use of the freedom
indexes directly as regressors even though the use of ordi-
nal rankings as cardinal measures is somewhat problematic
in regression analysis. In particular, it assumes a linear
response on the part of the dependent variable to the re-
gressor in question. An alternative is to construct dummy
variables based on the indexes, but this is also unsatisfac-
tory since the choice of definition of the dummies is largely
arbitrary and the results often depend on this choice. In
addition, a choice of dummies that reduces the number of
categories in the data discards potentially useful informa-
tion. Thus, the analysis uses the freedom indexes directly
as regressors with the reminder that the foregoing caveat
applies.

We now turn to what the evidence suggests
about the proper modelling of institutions in
the growth process. Section II outlined two
alternative channels through which institu-
tions affect growth, and discussed the empir-
ical implications of both. Table I reports that
investment and economic freedom are signif-
icant in the cross-country growth regressions,
but political and civil liberties are not. The
significance of both investment and economic
freedom, along with the coincident increase
in explanatory power, is consistent with the
view that economic institutions affect growth
through an effect on total factor productivity,
Alternatively, the insignificance of political
and civil liberties implies that their effect, if
any, is through the investment channel. Fur-
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TABLE 11
Cross-Country Investment, 1975—1990
Estimation by OLS?

Equation
Variable® 1 2 3 4 5
Intercept -1.927 —0.86 —0.77 ~1.53 —1.59*
(0.663) (1.015) (0.985) (0.987) (0.944)
Initial income 0.44™" 0.417" 0.41™" 0.40"" 0.41""
(0.075) (0.100) (0.098) (0.099) (0.094)
Initial economic freedom 0.107" — — 0.10** 0.10%*
(0.046) (0.046) (0.048)
Change in economic freedom 0.22"" — — 021" 021"
(0.054) (0.057) (0.059)
Initial political freedom® — —0.07"" — —0.03 —
(0.036) (0.036)
Change in political freedom® — —0.08" — —-0.05 —
(0.044) (0.044)
Initial civil freedom® — — —0.08"* — —0.02
(0.038) (0.040)
Change in civil freedom® - — —0.05 — —0.02
(0.061) (0.055)
Adjusted R? 0.48 0.41 0.40 0.48 0.47
Number of observations 85 85 85 85

Notes:

3The dependent variable is the natural logarith.m of the 1990 value of the investment share in GDP. Parentheses
contain White [1980] corrected standard errors. ~ and ~ denote statistical significance at the 10% and 5% level,

respectively.

BAll explanatory variables entered as natural logarithms except for those representing changes in freedom.

°A negative coefficient on the political and civil liberties variables implies a posiftive effect on growth since the
Gastil indexes define 1 to be “most free” and 7 to be “no freedom.”

ther inspection of Table I also indicates that
the addition of economic freedom as a regres-
sor decreases the estimated size of
investment’s impact on growth (the estimated
coefficient on investment decreases from 0.26
in column 1 to 0.21 in column 4) while the
addition of political and civil liberties does
not. Thus, investment and economic freedom
appear to be somewhat correlated but not per-
fectly collinear in their explanation of growth
across countries. This finding suggests that,
while economic freedom affects growth
through an effect on total factor productivity,
the investment channel also appears to be at
work. On the other hand, the apparent lack of
correlation between investment and political
and civil liberties suggests these freedoms
may not affect growth, even through the in-
vestment channel.

Table II provides further evidence on the
importance of the investment channel. The
table reports the results of regressing the ter-
minal value of the investment share in GDP
(that is, the 1990 value of s,) on an intercept,

initial income, and the initial level and change
in the freedom indexes. The terminal value of
s; is used as the dependent variable to reduce

the impact of reverse causation on the results.
Initial income, which is included to control
for differences in investment across countries
at different stages of development, is signifi-
cant in all equations.!? If the investment chan-

13. The positive coefficients reported on initial income
are somewhat controversial (the neoclassical growth model
predicts more investment among initially poor countries)
but consistent with previously reported results; see, e.g.,
the results and accompanying discussion in Kormendi and
Meguire [1985, 153].
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nel is operative, the freedom measures should
be statistically significant. Column 1 reports
that the initial level of economic freedom has
a significantly positive effect on investment
even after conditioning on the change in free-
dom and other factors that affect investment.
This evidence, together with that in Table I,
is consistent with the hypothesis that eco-
nomic institutions affect growth indirectly
through the investment channel, but also
through a direct effect on total factor produc-
tivity. As for political and civil liberties, there
is evidence that they too affect growth
through the investment channel, as reported
in columns 2 and 3. However, political and
civil liberties explain significantly less of the
cross-country variation in investment than
economic freedom; compare the adjusted R?
of 0.48 in column 1 to the 0.41 and 0.40 in
columns 2 and 3. In addition, when political
or civil liberties are added to the model along
with economic freedom, they become insig-
nificant in explaining investment while eco-
nomic freedom retains its explanatory power;
see columns 4 and 5.

Further inspection of Table I indicates that
a different type of investment channel may be
at work. Compared to the estimates in column
1 of Table I, the estimated coefficients on
labor force growth and human capital invest-
ment fall in both size and significance on the
inclusion of the institutional variables in col-
umn 4. In fact, the decrease in these coeffi-
cients—25% for labor force growth and 38%
for human capital—exceeds the decrease in
the investment coefficient that results when
economic freedom is added, and the estimate
on human capital becomes insignificant at the
5% level. This evidence suggests that eco-
nomic freedom may influence growth in part
through an indirect effect on labor force
growth and human capital investment. Pre-
viously, Mauro [1993] has reported that polit-
ically unstable economies invest less in edu-
cation. The evidence here suggests this result
may also apply to economies with unfavorable
economic institutions; i.e., differences in eco-
nomic freedom may largely explain cross-
country differences in human capital invest-
ment, so that when both variables are included
in the empirical model, the apparent contribu-
tion of human capital investment to growth is
attenuated. This hypothesis is entirely reason-
able if unfavorable economic institutions

imply lower or more uncertain returns to in-
vestment in education.

Recent growth literature contains several
models where an increasing rate of return to
human capital investment leads to a switch
from a Malthusian regime with high fertility
to a perpetual growth regime with rising
human capital.!* In Tamura [1996], attaining
a threshold level of human capital is the key
in establishing the perpetual growth regime.
The response of both population growth and
human capital investment to the addition of
economic freedom in Table I is consistent
with the predictions of a unified model of fer-
tility, human capital investment and growth.
Of particular interest in this paper, of course,
is the importance of the interaction between
economic freedom and human capital invest-
ment in determining growth rates. The follow-
ing story identifies such an interaction.!® A
little economic freedom, say allowing family-
run enterprises like groceries, restaurants, re-
pair shops, furniture making, etc., provides in-
centives to accumulate human capital through
learning-by-doing. Given slow improvement
in living standards, this applied human capital
provides for rising rates of return to literacy
and numeracy. This leads to a demand for ad-
ditional economic freedom through access to
formal education, which provides the founda-
tion for further development. Continued eco-
nomic growth further increases the return to
human (and physical) capital investment, fur-
ther increasing the demand for education and
other economic freedoms. Finally, in terms of
the Tamura [1996] model, the accumulation
of human capital bursts the Malthusian trap
and the regime switch becomes observable.

While the results in Table I are suggestive
that such a story may be credible, the impor-
tance of the interaction between economic
freedom and human capital investment in the
development process is ultimately an empiri-
cal question. As such, we perform an analysis
of human capital and freedom similar in spirit
to that reported in Table II. Table III reports
the results of regressing the terminal (1985)
level of secondary school enrollment on an
intercept, initial income, and the change in the

14. See, for example, Becker, Murphy, and Tamura
[1990], Ehrlich and Lui [1991], and Tamura [1994; 1996].

15. Thanks to an anonymous referee for making this
line of reasoning explicit.
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TABLE III
Cross-Country Human Capital Investment, 1975—-1990
Estimation by OLS?

Equation
Variable® 1 3 4 5
Intercept -7.69"" —7.817" -7.66"" 771" —7.56""
(0.652) (0.645) (0.668) (0.655) (0.678)
Initial income 0.85" 0.87" 0.85"" 0.85" 0.83"
0.071) (0.070) (0.072) (0.071) (0.074)
Change in economic freedom 0.127 — 01277 0.127"
(0.039) (0.039) (0.038)
Change in political freedom® — -0.01 e —0.01 —
(0.035) (0.037)
Change in civil freedom® — ~0.09" — —0.09"
(0.053) (0.052)
Adjusted R? 0.71 0.70 0.70 0.72
Number of observations 84 84 84 84

Notes:

*The dependent variable is the natural logarithm of the 1985 value of the secondary school enrollment rate.
Parentheses contain White [1980] corrected standard errors. © and ** denote statistical significance at the 10% and

5% level, respectively.

PAll explanatory variables entered as natural logarithms except for those representing changes in freedom.

€A negative coefficient on the political and civil liberties variables implies a positive effect on growth since the
Gastil indexes define | to be “most free” and 7 to be “no freedom.”

freedom indexes over the sample period.!®
The results in column 1 indicate that changes
in economic freedom indeed have a statisti-
cally significant, positive effect on subsequent
levels of secondary school enrcollment. The
evidence also suggests that civil liberties have
a marginally significant, positive effect on en-
rollment rates, even when economic freedom
is also included (see the results reported in
columns 3 and 5).!7 Although this effect is not
discernible in Table I, it is not surprising that
individual freedom and educational attain-
ment are related. Political freedom proves to
be unimportant in explaining cross-country
variation in educational attainment; see col-
umns 2 and 4.

16. 1985 is the last year for which the Barro and Lee
data on educational attainment are available. The initial
levels of the freedom indexes were also included in these
regressions but were found to be statistically insignificant
and subsequently dropped from the analysis.

17. Note that the negative coefficient on civil liberties
implies a positive effect on growth since the Gastil indexes
define 1 to be “most free” and 7 to be “no freedom.”

Panel Data Results

Estimation of the model using panel data
is carried out using 3SLS as described in sec-
tion II. The explanatory variables are defined
as averages over the five-year subperiods with
the exception of the human capital proxy,
where each subpertod’s initial value is used
due to data availability. All data sources are
the same as those in the cross-country analy-
sis. Table IV presents the results of 3SLS
panel estimation where the vector of predeter-
mined variables x is used as instruments. The
estimate of the model without an institutions
variable appears in column 1. Initial income,
the investment share, and labor force growth
are all correctly signed and significant at the
5% level. Human capital is insignificant, but
this finding is consistent with previous results
on the effects of human capital when a time
dimension is introduced into the analysis.
Islam [1995, 1,153—54] reports that this find-
ing is often attributed to (i) the discrepancy
between the theoretical variable H and the ac-
tual variable used in statistical analyses and
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TABLE IV
Cross-Country Growth, 19751990
3SLS Panel Estimation®

Freedom Measure

Variable® None Political Civil Economic
Initial income -0.91™ -0.96"" —0.90"" -0.89""
(0.204) (0.200) (0.212) (0.169)
Investment share 0.23"° 0.23"" 0.23"" 021"
(0.059) (0.044) (0.058) (0.046)
Labor force growth —0.517" —0.42" -0.49"* —0.45""
(0.067) (0.059) (0.067) (0.057)
Human capital —0.04 -0.01 -0.03 -0.01
(0.083) (0.051) (0.078) (0.055)
Initial freedom — —0.003 —0.03 0.15""
(0.026) (0.055) (0.063)
Number of countries 79 79 79 79

Notes:

. 2Fstimation of equation (4} in the text; see section II for details. Parentheses contain standard errors. © and
denote statistical significance at the 10% and 5% level, respectively.

YAll explanatory variables entered as natural logarithms.

(i1) the lack of a richer specification through
which human capital can influence growth.!8

Columns 2—4 of Table IV report the esti-
mates of equation (4) when the initial levels
of the Gastil and GLB freedom indexes are
included.!® The results on the impact of polit-
ical and civil freedom reported in columns 2
and 3 are consistent with those reported in the
cross-section analysis; both political and civil
liberties are insignificant at conventional lev-
els of significance. The measure of economic
freedom, on the other hand, is again found to
have a significantly positive effect on growth,
as reported in column 4. The estimated size
of the effect suggests that a one standard de-
viation increase from the mean in the initial
level of the /E index increases cumulative
growth in GDP per worker by 4.05 percentage
points over a five-year sample period. This
estimate is even larger in magnitude than that

18. The parameter restrictions implied by the model
can be imposed in the panel analysis, but these restrictions
were rejected by the data and, thus, are not imposed in
Table IV. This result is probably owing, in large part, to
the insignificance of human capital.

19. The change in the freedom indexes are not included
since the panel analysis inherently controls for reverse cau-
sation. See the discussion in section II.

suggested by the pure cross-section results of
section III. Thus, even after controlling for
country-specific fixed effects and other vari-
ables which affect growth, economic institu-
tions are a significant factor in explaining eco-
nomic performance over time and across
countries.

Concerning the operation of the investment
channel, the addition of the economic freedom
index in Table IV (comparing columns 1 and
4) causes approximately a 10% decrease in the
estimated coefficient on investment. Similar
to the results in the cross-section analysis, this
evidence is consistent with the hypothesis that
institutions affect growth at least partially
through an effect on investment. The results
of a panel analysis of investment and freedom
analogous to the cross-country analysis of
Table II are not reported, but confirm that eco-
nomic freedom indeed affects growth partially
through the investment channel, and suggest
that political and civil liberties are not impor-
tant in explaining cross-country variation in
investment. Despite the insignificance of
human capital in Table IV, a panel analysis
similar to the cross-country analysis of Table
IIT shows changes in economic freedom to be
statistically significant in explaining variation
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TABLE V
Cross-Country Institutional Change, 1975-1990
OLS Estimation?

Dependent variable: End-of-period level of freedom

Variable® Economic Economic Political Civil
0.69 0.98"" 555" —5.42""
(0.462) (0.449) (0.032) (0.321)
Initial income 0.10"° 0.08"" -0.51" —0.48""
(0.047) (0.045) (0.040) (0.040)
Income growth 0.417" 0.39"" — —
(0.105) (0.106)
Initial political freedom® —0.10" — — —
(0.050)
Initial civil freedom® — —0.17"* — _
(0.054)
Change in economic freedom® e — —0.147 -0.15""
(0.051) (0.047)
Adjusted R? 0.32 0.35 0.56 0.61
Number of observations 92 92 92 92

Notes:

“Dependent variable given in_column headings, entered in natural logarithms. Parentheses contain White
[1980] corrected standard errors. ~ and ~ denote statistical signhificance at the 10% and 5% level, respectively.

bAll explanatory variables entered as natural logarithms except for those representing changes in income and

freedom.

®Negative coefficient estimates imply a positive effect on the dependent variable due to the reverse scale
defined in the Gastil indexes of political and civil liberties.

in secondary school enrollment rates, but
changes in political and civil liberties are not.
These results are not reported, but again sup-
port the conclusions from the cross-country
analysis.

IV. THE RELATION BETWEEN ECONOMIC AND
POLITICAL FREEDOM

Friedman [1962] conjectures that eco-
nomic and political freedom are fundamen-
tally related and that economic freedom, pro-
vided through the technique of free markets,
promotes the specialization and division of
labor required for the efficient use of re-
sources. This section investigates the relation
between economic and political freedom
using the newly available GLB data, and dis-
cusses the implications for the institutions-
growth relationship.

Perhaps Friedman’s most specific state-
ment about the empirical relation between
economic and political freedom came in a re-
cent Wall Street Journal interview: “In gen-

eral, the relation between economic freedom
and political freedom is that initial growth in
either tends to promote the other” [1997]. The
relationship suggested in this statement can be
tested empirically using methods similar to
those employed in previous sections of the
paper. We begin with a pure cross-country set-
ting, where the end-of-period (1990) value of
the economic freedom index is regressed on
the initial (1975) level of the political or civil
liberties index and the 19751990 change in
the index. The analysis is also performed
using the end-of-period level of political and
civil liberties as the dependent variable and
the measures of economic freedom on the
right-hand-side. In all regressions, the initial
level of GDP per worker and its growth over
the sample period are included as possible
control variables. All statistically insignifi-
cant variables have been dropped in the esti-
mates reported below.

Table V reports the results. The signifi-
cance of initial income and/or income growth
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suggests that economic performance affects
institutional change. This finding supports
conjectures made by North [1990], among
others. The data are also consistent with
Friedman’s conjecture: initial levels or
changes in one type of freedom affect subse-
gquent levels of the other. The results do not
imply a direction of causation between the
two types of freedom, but neither does
Friedman’s statement suggest which type of
freedom causes changes in the other. Qualita-
tively similar results are found in a panel anal-
ysis which controls for time-specific (but not
country-specific) effects, but these results are
not reported.

It is interesting to note in Table V that the
initial level of political and civil liberties is
important in explaining subsequent levels of
economic freedom, while changes in eco-
nomic freedom are important in explaining
subsequent levels of political or civil liberties.
This finding suggests that changes in eco-
nomic freedom may have a more immediate
impact on political and civil liberties than po-
litical or civil changes have on economic free-
dom. By similar reasoning, the significance of
GDP growth in the economic freedom equa-
tions but not the political or civil liberties
equations suggests that economic perfor-
mance has a more immediate effect on eco-
nomic freedom than on political or civil lib-
erty. In general, it appears that economic free-
dom has a more immediate effect on, and re-
sponds more readily to, changes in the insti-
tutional and economic environment than do
other types of freedom. It is also noteworthy
that changes in economic freedom explain
considerably more of the variation in subse-
quent levels of political and civil liberties,
judging by the regression R?s, than initial po-
litical or ¢ivil liberties explain subsequent lev-
els of economic freedom. Taken together,
these results imply that promoting economic
freedom is the most effective policy for im-
proving living standards and fostering other
types of freedom in countries around the
world.

These results do not imply that political
and civil liberties are not important in the
analysis of institutions and growth. Although
the evidence is mixed, the results of the anal-
ysis in section III suggest that political and
civil liberties may affect growth by stimulat-
ing investment. However, Friedman has sug-

gested that, as a society becomes wealthier,
economic freedom may be reduced due to
higher taxes and regulation. If economic per-
formance declines over time as economic
freedom is reduced, economic freedom will be
significant in explaining growth rates. To the
extent that this occurs as political and civil
liberties are still expanding, however, these
liberties will be insignificant in cross-country
growth regressions.?® Preliminary evidence
supports this explanation, as the correlation
coefficients between changes in economic
freedom and changes in the liberty variables
are insignificantly different from zero (see
Table VII in the appendix for details). A neg-
ative correlation would be observed if eco-
nomic freedom and political and civil liberties
were expanding or contracting at the same
time across countries, and a positive correla-
tion would result if these freedoms were mov-
ing in opposite directions.?! The zero correla-
tion indicates no systematic relationship be-
tween changes in different types of freedom
across countries during this time period.

V. CONCLUSION

This paper outlines two alternative chan-
nels through which institutions affect long-run
economic performance in the context of the
neoclassical growth model. In one channel, in-
stitutions affect growth indirectly by stimulat-
ing investment. In the other, institutions have
a direct effect on total factor productivity.
These two channels imply different empirical
specifications and, thus, the opportunity to
distinguish between alternative explanations
of how institutions affect growth.

The empirical results indicate that eco-
nomic freedom has a significantly positive im-
pact on growth in a large sample of countries
over the years 1975-1990, even after control-
ling for other often-cited correlates of growth.
This finding is robust to the use of specifica-
tions which ensure that the observed relation-
ship is not the result of reverse causation, and
the findings are similar in both pure cross-sec-

20. Thanks, again, to an anonymous referee for point-
ing out this possibility.

21. Recall, once again, that a negative correlation im-
plies changes in the same direction due to the inverted
scale used in the Gastil indexes; i.e., 1 = most freedom and
7 = least freedom.
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APPENDIX
TABLE VI
Cross-Country Summary Statistics for Institutional Measures®
Variable Mean Std. Peviation Minimum Maximum
Economic Freedom®
Average, 1975-1990 4.47 1.29 1.78 7.48
Initial {1975) level 4.19 .28 1.20 7.30
Change, 19751990 0.67 I.11 —4.50 3.30
Political Freedom®
Average, 19751988 3.59 2.01 1.00 7.00
Initial {1975) tevel 3.93 2.22 1.00 7.00
Change, 197519884 —0.71 1.46 —5.00 3.00
Civil Freedom®
Average, 1975—-1988 3.64 1.82 1.00 7.00
Initial (1975) level 3.67 1.87 1.00 7.00
Change, 1975-1988¢ -0.25 1.18 -3.00 2.00

Notes:

3Statistics are computed over the 85-country sample used in section III of the text.

bSummary index JE taken from GLB, defined on the interval [1,10] where 10 = “most free.”
‘Taken from Gastil, defined on the interval [1,7} were 7 = “no freedom.”
9Due to the reverse scale, a negative change implies more freedom.

tion and panel data analyses. The evidence
suggests that economic freedom works
through both a direct effect on total factor pro-
ductivity and an indirect effect on investment.
Political and civil liberties are not statistically
significant in the growth regressions after
controlling for other factors, but there is
mixed evidence that these types of freedom
may affect investment.

The evidence also suggests that economic
freedom and civil liberties influence growth
through an effect on human capital invest-
ment. This finding has important implications
for growth models where human capital accu-

mulation is an important part of the develop-
ment process. Finally, new data on economic
frecedom allow the first-ever tests of
Friedman’s hypothesized relationship be-
tween political and economic freedom. The
evidence supports Friedman’s conjecture that
a change in one type of freedom initiates
change in the other, even after controlling for
the effects of economic performance on insti-
tutional change. The dynamics of this rela-
tionship suggest promoting economic freedom
as a policy for facilitating growth and other
aspects of freedom in the world.
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