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AMS Turing meeting


The influence of Alan Turing.

I never actually met Alan Turing – but his theories and dreams affected all the projects that my students and I undertook – because they led us all to ask

How does human thinking work?

How do we make good new ideas?

How can we make smarter machines?

I want to thank Hartley Rogers for first introducing me to Turing’s technical theories,  and Martin Davis for first teaching me about Emil Post’s earlier discoveries. 

 However, this meeting has so many experts on those that I’ll focus instead on Turing’s ideas about intelligence.  
Future need for Robot Workers 
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 People will live 200 years, with only one child for each adult.  There won’t be enough workers to maintain our Buildings, Health and Nursing needs, or supplies of Food and Energy.

Savings, Investments, and Pensions won’t help, without enough workers to do all the work!

We will soon need very Smart Robots!  What has kept us from having them yet?  Soon we’ll need machines that use more Commonsense Knowledge and Commonsense Reasoning
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2001 is Past, but where is Hal? 
Turing’s example of an exchange 

that might occur during the test.

Interrogator In the first line of your sonnet which reads 'Shall I compare thee to a summer's day', would not 'a spring day' do as well or better?

Computer It wouldn't scan.

Interrogator How about 'a winter's day'? That would scan all right.

Computer Yes, but nobody wants to be compared to a winter's day.

Interrogator Would you say Mr. Pickwick reminded you of Christmas?

Computer In a way.

Interrogator Yet Christmas is a winter's day, and I do not think Mr Pickwick would mind the comparison

Computer I don't think you're serious. By a winter's day one means a typical winter's day, rather than a special one like Christmas.

A dialog from Terry Winograd’s 1970 thesis.
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Person: PICK UP A BIG RED BLOCK.
Computer: OK. (does it)
Person: GRASP THE PYRAMID.
Computer: I DON'T UNDERSTAND WHICH PYRAMID YOU MEAN.
Person: FIND A BLOCK WHICH IS TALLER THAN THE ONE YOU ARE HOLDING AND PUT IT INTO THE BOX.
Computer: BY "IT", I ASSUME YOU MEAN THE BLOCK WHICH IS TALLER THAN THE ONE I AM HOLDING.
Computer: OK. (does it)
Person: WHAT DOES THE BOX CONTAIN?
Computer: THE BLUE PYRAMID AND THE BLUE BLOCK.
Person: WHAT IS THE PYRAMID SUPPORTED BY?
Computer: THE BOX.
Person: HOW MANY BLOCKS ARE NOT IN THE BOX?
Computer: FOUR OF THEM.

Person: IS AT LEAST ONE OF THEM NARROWER THAN THE ONE WHICH I TOLD YOU TO PICK UP?
Computer: YES, THE RED CUBE.
Person: IS IT SUPPORTED?
Computer: YES, BY THE TABLE.
Person: CAN THE TABLE PICK UP BLOCKS?
Computer: NO.
Person: CAN A PYRAMID BE SUPPORTED BY A BLOCK?
Computer: YES.
Person: CAN A PYRAMID SUPPORT A PYRAMID?
Computer: I DON'T KNOW.
Person: STACK UP TWO PYRAMIDS.

How can we build Smart Machines?.
Our Main Idea: know several ways to do each thing!
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Most researchers sought “the one best way” to solve
all problems— so the AI field split into specialties:

Most AI researchers have tried to invent a single technique that could deal with all problems.  So our field split into specialties:
Reinforcement Learning                Deficient in Credit Assignment

Rule-Based Systems                                    Limited Representation

Neural Networks                            Opaque to Reflective Thinking

Statistical Inference                          Fails to use Causal Reasoning

Formal Logic                                           Cannot exploit analogies

Genetic Programs              Fail to remember the causes of failures

Insect-like Robots        These projects just re-create previous ones

Baby Machines         All have failed to develop high level thinking

But each method works only in certain domains.  We need to know both when each method works and why it fails.

Popular Methods in AI Research

Rule-Based Expert Systems promised to minimize programming. They became extremely useful, but failed to scale up well. 
Physical Robots.  Good experience for students, but no [edit] little has been learned from this, except that we need many ways to deal with situations.  

Logic-based systems.  The limitations of logical methods makes it hard to deal with exceptions to rules, or to use more versatile methods such as reasoning by analogy, or reflecting on one’s own ways to think, and on why each failed or succeeded. 

Simulated Evolution.  ‘Genetic Programming” systems can learn to deal with small numbers of common problems, but not with larger numbers of less common ones.   

Neural Networks, Reinforcement, and Statistic-Based Methods tend to be too opaque to support other kinds of reflective thought. 

Using “Multiple Ways to Think”

If you 'understand' something in only one way, then you don't 'really' understand it at all.

Understanding" means having multiple ways
to deal with different aspects of things!

The secret of what some symbol 'means' to us lies in our representations of how it connects to the other things we know.

A symbol with only one meaning-sense confines your thoughts to a single track.  Then if that doesn’t work, your mind will get stuck. 

If you build multiple representations, you can examine ideas from different perspectives—and be more likely to find effective methods.
Examples of Commonsense Knowledge

· You can use a string to pull, but not push.

· People usually go indoors when it rains.

· Things fall if not supported. 

· It annoys people when you interrupt them.

· It is hard to stay awake when you’re bored.  

· No one else can tell what you’re thinking.

· If you break something, you must replace it.

· It’s hard to hear speech in a noisy place.
We each know millions of things like these.

Examples of Commonsense Thinking
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Physical: What if I pulled out that bottom block?

Social: Should I help with his tower or knock it down?

Emotional: How would he react to that?

Mental: I forgot where I left the arch-shaped block.

Bodily: Can I reach that arch-shaped block from here?

Visual: Is the long flat block behind that stack?

Tactile: How would it feel to grab three blocks at once?
Spatial: Could I build them to make a table?

The CRITIC-SELECTOR model of mind.

You can fail to achieve a goal because of some obstacle, impasse, or bug.  But if one of your “Critics” can diagnose what went wrong, then it can activate some set of resources that may help to deal with that obstacle.
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If a problem seems familiar, try reasoning by Analogy.
If it still seems too difficult, divide it into several parts.
If it seems unfamiliar, change how you’re describing it.
 If it still seems too complex, replace it by a simpler one.
If no other method works, ask another person for help.

A Few of our Human ‘Ways to Think’
Analogy: How did you do similar things in the past? 

Planning. Break problems into smaller parts, to use                    as separate goals or stepping-stones.

Simplify. First ignore those aspects that seem difficult, and then try to restore them, one at a time.

Reformulate. When one kind of Representation fails, we can resort to many other kinds.

Simulate. Mental experiments in Virtual Worlds can                    help us safely make predictions.

Emotions. Each ‘emotional state’ is a Way to Think.               A flash of impatience or anger can cut through what seems to be a difficult problem.

Contradiction: Try to prove that a problem has no solution —and find a flaw in that argument.
Evolution of Human Brains
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Estimated divergence dates in megayears. Science, 13/4/2007

Just a few genes could have made our brains larger, but that would have caused serious handicaps - -
It would be slower and heavier.

It would need more food to sustain itself.

It would take longer to mature and reproduce.

It would be more difficulty to give birth.

Longer delays would lengthen reaction times.

- - unless that enlargement was preceded by other major improvements in processing!
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We’ll probably need at least Six Levels.
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Seeing a Mind as a Cloud of Resources
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Each of our various mental states results from activating some set of resources.  Then each such selection provides us with a distinctive Way to Think—with a different set of assumptions and goals!  How do our brains select which one to use!
We call some of these states “emotional.”

But it’s better to see them as Ways to Think.

Each mental state activates some set of mental resources. 
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(Innate) Instinctive Goals And Drives
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(Acquired) Higher-Level Strategies

Making useful Analogies.

“Charles gave Joan the Book”
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Winston’s 1970 Thesis
Numerical links suppress information, hence are opaque to high-level reasoning.  Does 12 represent 11+1 or 57-45? 

Semantic networks are better when one needs to represent ternary relationships.
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AI researchers have focused too much on hierarchical classifications.  However, each fragment of knowledge also needs ‘lateral’ links to other fragments, such as:

Types of Problems it might help to solve.

Kinds of Goals that it might serve.

Other things it is similar to.

Other things it could be mistaken for.

Typical Cases in which it is used.

Contextual cues that suggest when it’s relevant. 

Analogies to things we know in other realms — and
- - - Bugs that might come from using it!

Else, relevant knowledge won’t get retrieved! 

EXAMPLES OF EARLY AI  RESEARCH

Students who hear that “GOFAI” failed should learn more about AI’s history!

1957 Arthur Samuel’s machine plays master-level Checkers.

1957 Newell, Shaw and Simon.  Proving logical theorems.

1960 Herbert Gelernter: Proving theorems in Geometry 

1960 James Slagle: Symbolic Integral Calculus

1963 Lawrence G. Roberts: 3-D Visual Perception

1964 Thomas G. Evans: Solving Geometry Analogy problems.

1965 Daniel Bobrow:  Solving word problems in Algebra

1969 Engelmann, Martin and Moses: the MACSYMA project.

1969 Minsky –Papert-Winston robot builds structures.

1970 Terry Winograd: A program understands sentences.

1972 Sussman:  A program recognizes some bugs in programs.

1974 Eugene Charniak: A program understands some stories.

Patrick Winston’s 1970 Thesis
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(This research led to programs like Mathematica)
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Terry Winograd 1970 

Controlling a Robot with Verbal Commands
[image: image22.png]¥ Rule-based Robot 341228

A "Rule Based Expert System”
(part of thesis)
Terry Winograd, 1970
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{perhaps the closest to Turing’s dialog …}
To make programs work over wider realms, we need better theories of what people do:

Exploiting analogies, rather than inflexible rules.

 Using huge bodies of Commonsense Knowledge.

  Using higher levels of self-reflective knowledge.

   Switching among different Ways to Think.

Once we construct an architecture that combines these abilities, we expect to see a phase transition -- because such a system could also include knowledge about ways to improve itself.  

What changes in brains could have produced our unique human ingenuity?





About 6 million years ago, our ancestors diverged from our other Primate relatives.
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Multiple Levels of Representation























































































































































































































































Narratives in Natural Language �Story-Like Scripts, made of
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Some parts of the brain interact with the world.



Other parts interact with other parts of the brain.







These parts learn about the world.











These learn about thinking—and think about learning.
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Only Solution:�Smart Robots!
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The Critic-Selector Model.
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