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1. Introduction

We consider approximating positive solutions to the nonlinear elliptic partial differential equation (PDE)
—Au = Af(u) in 2, (1a)
u>0 in £, (1b)
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u=20 on 052, (1c)

where A > 0 is a constant; £2 is an open, bounded, convex domain; and f : R — R is a continuous function. Throughout
the paper we will assume that f is Lipschitz. When needed, we will specify additional assumptions on f corresponding
to positivity, monotonicity, and sublinearity. i.e., we will assume that f satisfies

(H1) f(w) > 0 for all w > c for some ¢ > 0,
(H2) f(0) is bounded,

(H3) f is nondecreasing,

(H4) lim % —,

(H

w—00 W

5) f(w) = f(0) for all w < 0.

Problems satisfying conditions (H1)-(H3) with f(0) > 0 are referred to in the PDE literature as positone problems,
whereas problems satisfying conditions (H1)-(H3) with f(0) < 0 are referred to as semipositone problems. Problems
satisfying condition (H4) are referred to as sublinear at infinity. The assumption (H5) is used to extend f to be defined
over (—oo, 0) with a constant extension and is helpful in our study of semipositone problems where sign-changing
and negative solutions are expected. We refer the interested reader to [1] and [2] for a brief introduction to both
positone and semipositone problems, respectively. We note that the results in this paper can be trivially extended to
the nonautonomous problem —Au = Ah(x)f (u) for h(x) > n > 0 a bounded weight function.

Problems which are both semipositone and sublinear at infinity arise in mathematical biology and the theory of
nonlinear heat generation, as will be discussed in Section 6. There is a long history of the study of positone and
semipositone problems which are sublinear at infinity when £2 has a smooth boundary. It is known that when f is Lipschitz
and positone, (1) has a positive solution for all A > 0, and that if additionally f is concave, then the positive solution is
unique (see [1]). Uniqueness when A =~ 0 and A > 1 has also been established for certain domains §2 and under suitable
conditions on f (see [3,4]). When the problem is semipositone, (1) may not have a positive solution for A small (see [2]).
The mix of nonuniqueness and nonexistence makes approximating the positive solutions to such problems difficult. Even
if a method is known to converge, choosing a good initial guess for a generic solver to find a positive solution can be
nearly impossible since the negative or sign-changing solutions may be stable when viewing the solutions to the elliptic
problem as steady-states of the corresponding parabolic PDE.

In the theoretical study of such PDEs, the method of sub- and supersolutions, which first appeared in [5], is often
utilized. In short, the method constructs a sequence of functions from solutions to a linear PDE associated to the
original PDE, which converge monotonically to a solution to the original nonlinear problem. We refer the interested
reader to [6] for an overview of such methods applied to theoretical PDE problems. One obvious advantage of the
method in finding positive solutions is that, given a positive subsolution, you are guaranteed positivity of the solution
found through the usual monotone iteration scheme. Additionally, the method provides existence, comparison, and
uniqueness/nonuniqueness results from the sequence of iterates. Analogous monotone iterative schemes have been
applied to discrete versions of elliptic problems (see, for example, the work of C.V. Pao in [7-9]) yielding natural
admissibility and stability results for approximation methods.

The goal of the paper is to provide a complete analysis for simple finite difference (FD) approximations of (1)
utilizing a monotone iterative scheme and a novel convergence proof technique adopted from the numerical analysis
of monotone finite difference methods for fully nonlinear elliptic PDEs. We emphasize simple methods so that (1) the
methods can easily be applied, and (2) we can better understand the new analytic techniques before extending them to
more complicated discretizations. The two primary difficulties that must be addressed in the analysis are the potential
nonuniqueness of positive solutions to (1) and the potential nonexistence of positive solutions in the semilinear case.
Thus, the method must be shown to be flexible enough to capture multiple solutions yet also account for the possibility
of nonexistence. Even when §2 is smooth, (1) may have multiple positive solutions when f is not concave. Thus, we
expect the nonlinear algebraic system of equations resulting from the discretization to have multiple solutions, some of
which may be negative or sign-changing. Even worse, the system may have algebraic artifacts that do not correspond
to a PDE solution. An example of this phenomena is when using the standard FD discretization for the Monge-Ampére
equation in two dimensions there are 2(N~ 1” solutions on an N x N grid despite the fact that the PDE problem typically
has only two natural solutions with only one being a viscosity solution (see [10]). To ensure we are not capturing false
solutions, we directly show that all convergent sequences of FD approximations converge to PDE solutions of (1), where
(1b) is satisfied as long as we develop a way to choose appropriate sequences of positive FD approximations. Thus, we
ensure that the number of discrete solutions matches the number of PDE solutions in limit. The convergence proof is
highly flexible based on its minimal assumptions and can be applied for much more general nonlinearities. As such, the
convergence proof techniques in this paper are expected to have applications to approximating positive solutions to a
much broader class of nonlinear reaction-diffusion equations.

We also provide tools for proving admissibility and stability and develop an appropriate solver for finding positive
solutions. The admissibility and stability proofs naturally extend PDE sub- and supersolution techniques to discrete
problems. The proposed solver monotonically converges to a minimal positive solution when starting with a positive
subsolution and monotonically converges to a maximal solution when starting with a positive supersolution. For
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semipositone problems, the solver can be used to detect whether the associated nonlinear system of equations has a
positive solution. For positone problems, the solver can be used to detect nonuniqueness of positive solutions. The solver
can also be used to generate (A, ||-||max)-bifurcation curves for counting the number of positive solutions. Lastly, we provide
a simple efficient technique for generating both discrete sub- and supersolutions ensuring the existence of appropriate
initial guesses.

A number of recent papers concerning the theoretical PDE study of existence and uniqueness of positive solutions
to nonlinear elliptic problems include computational examples that use either quadrature methods or shooting methods
(for example, [11,12]). Both methods are limited to one-dimensional problems. However, they are natural extensions
of the theoretical techniques used to prove existence and uniqueness results in certain cases and they are relatively
easy to implement. A last class of methods that is popular in the PDE community is the class of spectral methods
proposed by Neuberger (see [13]) which have been highly optimized for speed and applied to various classes of nonlinear
reaction-diffusion equations. However, the methods are heuristic and convergence results are still open.

The quadrature method (see [14]) transforms the differential equation into a nonlinear algebraic equation that relates
A and ||u]l«. Thus, there is no discretization procedure and only a numerical nonlinear solver is needed. Unfortunately,
the transformation requires symmetry of the solution that does not hold for nonautonomous problems such as —u” =
Ah(x)f(u) for h(x) > 0 a given weight function. Therefore, shooting methods have become a method of choice, where
shooting methods exhaustively search for all solutions of the given problem using a bisection method and an ordinary
differential equation solver for a corresponding initial value problem. Typically the shooting parameter is the Neumann
condition at one of the boundary points. The primary drawback of shooting methods is that they are limited to one-
dimensional problems. However, when £2 is a ball or ring-shaped domain, then all solutions are known to be radially
symmetric (see [15]), and thus can be recovered through an appropriate transformation to a one-dimensional problem.
When §2 is not radially symmetric, however, approximations of nonradial solutions require more robust methods such
as the FD method introduced in this paper. See Section 6.1 where we provide a non-radially symmetric example when
£2 =(0,1)72

The standard numerical analysis approach for semilinear problems is outlined in [ 16]. The idea is to locally analyze the
problem by showing a discrete approximation exists in a neighborhood of a given PDE solution. An immediate benefit of
the approach is that it yields rates of convergence when assuming adequate regularity of the local PDE solution since it
naturally extends techniques for linear problems. Unfortunately, by taking a local approach, the method does not address
whether the scheme possesses algebraic solutions that cannot locally be mapped to a PDE solution leaving the question of
algebraic artifacts open. A second benefit of the standard approach is that it naturally yields methods for approximating
simple bifurcation points on the trivial branch as well as error estimates for bifurcation equations. Lastly, the approach
has been used for the more general problem —Au + g(X, u) = 0 with less restrictive assumptions for the reaction term
g(X, u) than we assume for f in (1). A drawback of the standard approach is that it relies on the difficult task of showing
an approximation exists in a neighborhood of the PDE solution when compared to our approach that relies only on the
simple construction of a sub- and supersolution. Other drawbacks include the fact that the standard approach does not
directly address the need for positive solutions and the fact that the techniques considered have mostly gone unnoticed
in the PDE community where the above alternative methods are used to approximate solutions and generate bifurcation
curves for reaction-diffusion problems with multiple solutions.

More numerical methods and algorithms for finding multiple solutions of nonlinear PDEs can be found in [7,13,17-29]
and the references therein. The methods in [7,17,18] are all variational-type methods that emphasize the positivity of the
sought after solution. Alternatively, the other methods use a traditional discretization of the PDE and then emphasize the
positivity when solving the system. In general, finding a positive solution can be difficult or highly inefficient. A benefit
of our approach is that we have a simple efficient mechanism for enforcing the positivity condition while automatically
detecting either nonexistence or nonuniqueness.

The remainder of the paper is organized as follows. The simple FD method for approximating (1) is formulated in
Section 2. Section 3 contains the main convergence result for the paper. We prove existence, stability, and uniqueness
results for the scheme in Section 4, and we provide a fixed-point solver in Section 5 that guarantees convergence to a
positive solution, tests for multiple solutions, detects nonexistence for semipositone problems, and helps in the generation
of bifurcation curves. In Section 6 we introduce examples of sublinear positone and semipositone problems that have
multiple solutions and perform numerical tests that demonstrate the robustness of our proposed methods. Concluding
remarks can be found in Section 7.

2. A simple finite difference method

In this section we formulate a simple FD method for approximating positive solutions to (1). For transparency, we
assume 2 is a d-rectangle for the number of dimensions d > 1, i.e., 2 = (ay, by) x (az, by) x --- x (aq, by). In future
works we plan to extend the analytic techniques in this paper to finite difference methods on radial domains and finite
element methods on polygonal domains as a way to naturally allow for approximating problems posed on more general
domains. We will only consider grids that are uniform in each coordinate x;, i = 1, 2, ..., d. Let N; be a positive integer
and hj = %=% fori =1,2,...,d. Define h = (hy, hy, ..., hg) € R%, h = maxi_y g hi, hy = mini_y5__qhi, N =[], N;,

Nj—1
and Ny, = {& = (@1, 02,...,04) | 1 < & < Ni,i = 1,2,...,d). Then, |N}| = N. We partition £ into [, (N; — 1)
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sub-d-rectangles with grid points x, = (a1 + (o1 — Dhy, a3 + (0 — Dhy, ..., a9 + (0g — 1)hd) for each multi-index
o e Nz. We call 7, = {x(,t}%N;iV a grid (set of nodes) for £2.

Let {e; id:] denote the canonical basis vectors for R% Define the (second order) central difference operators for
approximating second order partial derivatives by

v(X + hje;) — 2v(X) + v(x — h;e;)
i

Bfi‘hiv(x) =

(2)

for a function v defined on R? and
Va+ei - 2Va + Va—ei

By Ve = 2 ,
for a grid function V defined on the grid 7, N 2. Also define the (second order) central discrete Laplacian operator by
d
A=) 84 (3)
i=1
The FD method is defined as finding a grid function U, : 7, — R such that
—AnU, = Af(Uy) ifx, € ThN £2, (4a)
U, >0 ifX, € ThN £, (4b)
Uu,=0 if X, € ThN9S2, (4c)

where the main emphasis will be on how to identify solutions that satisfy (4b) or show that no such solutions exist.
Formally, the method has a second order local truncation error.

Lastly we introduce the definitions for discrete sub- and supersolutions of (4). To this end, we call the grid function
U, : Tn — R a discrete subsolution if

—AplU, < Af(U,) ifxy €TaN$2, (5a)
u,=0 ifxX, € ThNas2, (5b)

and we call the grid function U, : 7, — R a discrete supersolution if
_AhUa > )\f(Ua) lea € 7]1 N .Q, (63)
Uy, >0 if X, € Th N 0L2. (6b)

Furthermore, U is a positive discrete subsolution if U, > 0 for all X, € 7, N £2, and U is a positive discrete supersolution
if U, > 0 for all X, € 7, N £2. We will always be able to construct positive discrete supersolutions which can be
used to detect the existence of a maximal (positive) solution to (4). For positone problems, we will construct positive
discrete subsolutions which can be used to find the minimal (positive) solution to (4). In the admissibility analysis, we
will construct uniformly bounded discrete sub- and supersolutions U and U. We will then show the problem (4a) and
(4c) always has a solution uniformly bounded by U and U yielding a preliminary admissibility and stability result. We
then consider how to find positive solutions that satisfy (4b).

3. Convergence

In this section we prove that any convergent sequence formed by solutions to the FD method (4) converges to a solution
of the boundary value problem (1). Since it is unknown which solution the scheme will converge to, we completely avoid
the issue of how to link a sequence of discrete solutions to an appropriate PDE solution when analyzing the error. Standard
convergence analysis techniques for such problems can be found in [16] which considers the more abstract problem of
approximating an infinite dimensional problem F(A, u) = 0 with a discrete problem F(A, u;) = 0. Notationally, F, can
correspond to either the FD method or the finite element method. The idea is to locally analyze the problem by first
establishing error estimates for linear problems and then using linearizations to produce error estimates for the nonlinear
problem. In order to apply the techniques, one must first ensure a unique discrete solution exists in a neighborhood of
the PDE solution.

To avoid the issues caused by the potential nonuniqueness of solutions to (1), we give a direct proof that shows any
pointwise limit formed by solutions to (4) is a solution to (1). To avoid regularity considerations and to further extend
the applicability of the proof, we will show that all limits are in fact viscosity solutions to (1). Thus, all of the limit
functions satisfy the boundary value problem in a weaker sense. The result follows since viscosity solutions to (1) coincide
with classical solutions to (1) when such smooth solutions exist. The convergence proof is a natural extension of the
proof of Barles-Souganidis in [30] for approximating viscosity solutions of fully nonlinear boundary value problems using
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monotone FD methods since the operator — Ay is monotone. The extra details in the proof are due to the fact that the
boundary value problem (1) does not satisfy a comparison principle. Thus, the existence of a continuous limiting function
needs to be directly verified.

We begin by recording the definition of a viscosity solution to (1a) and (1c). Since the solutions to (1a) and (1c) are
classical, we can assume the boundary condition is satisfied pointwise instead of in the viscosity sense. We will ensure
(1b) is satisfied in Section 4. See [31] for more details about viscosity solutions to nonlinear elliptic problems.

Definition 3.1. (i) A continuous function u : 2 — R with u < 0 on d£2 is called a viscosity subsolution of (1a) and (1c) if
Vo € C?(2), when u — ¢ has a local maximum at X, € £2, there holds

—Ag(x0) — Af (u(x0)) < O.

(i) A continuous function u : 2 — R withu > 0on 942 is called a viscosity supersolution of (1a) and (1c) if Yo € C3(£2),
when u — ¢ has a local minimum at Xy € 2, there holds

— Ag(xo) — 1f (u(Xo)) = 0.

(iii) A continuous function u : 2 — R is called a viscosity solution of (1a) and (1c) if u is both a viscosity subsolution
and a viscosity supersolution of (1a) and (1c).

We next define a piecewise constant extension uy, for a given grid function U € S(75) to be used in the statement of
the convergence theorem. Let @ € N, and define B, by

h h
Bo= [T (= Zenx+ el
i=1,2,....d

where {e,-}f’:1 denotes the canonical basis for R?. We define the piecewise constant extension up, of a grid function U by
up(x) = Uy, X € By (7)

for all x € 2" = Upen; By D Q.

Using the uniform ¢* stability of the FD scheme (4a) and (4c) as will be verified below in Section 4 as well as the
definition of the scheme itself, we guarantee the existence of a continuous pointwise limit function v in Lemma 3.1.
Using a similar approach, we show any pointwise limit function is continuous in Corollary 3.1. The question addressed
in Theorem 3.1 is whether the pointwise limits satisfy the original boundary value problem (1a) and (1c) or not. The
result shows that any such limiting function v is in fact a viscosity solution to (1a) and (1c). If the sequence contains
only positive solutions that also satisfy (4b), then we can ensure the limit is nonnegative. Thus, the FD method does
not produce approximations that converge to false solutions, and it can be used to ensure the resulting PDE solution is
nonnegative. Depending on the sequence, we can strengthen the bound to show the limit is strictly positive.

Lemma 3.1. Choose a mesh Ty, and let hy = th for all k > 1. Let U¥) € S(7Ty,) be a solution to the FD scheme defined by (4a)
and (4c). Let up, be the piecewise constant extension of UK defined by (7). Then, there exist a continuous function v : 2 — R
and a subsequence up,, such that un, — v pointwise with v = 0 on 352 provided the underlying scheme is £ stable.

Proof. For ease of presentation, all convergent sequences are understood as subsequences. Let U®) be a sequence of
solutions to (4a) and (4c), and let up, be the corresponding sequence of piecewise constant functions. By the £ stability
of the scheme, there exists a constant C > 0 independent of hy such that |up, | ey < C for all k. Thus, there exist upper
and lower semicontinuous functions v and v defined by

v(x) = limsup up,(§), v(x) = slimkinf U, (). (8)
EH;'E’;DO cen

We show both ¥ and v are continuous over £2 and v = v = 0 over 9£2. Choosing v = v or v = v and using the fact that
the construction in (8) is analogous to the construction in [30], we can conclude that there exists a subsequence up, that
converges locally uniformly to v, and the result follows.

Suppose v is not continuous at X, € 2. By the upper semi-continuity of v, there exist a sequence {y;} C £2 and a
direction x; such that y, — Xo, v(yx) — v(Xo), and v(yx) has a discontinuity in the x; or —x; direction for all k. Choose ¢ > 0
and o > 0. Then we can assume there exist constants ¢ > 0 and o} such that 0 < |oy| < o and, for all k sufficiently large,
there holds [v(yx) — V(Xo)| < € and v(Xg) > v(yk + oxe;) + c. Also, there exists t > 0 such that v(Xo) — v(yx £ v'e;) > —¢
forall0 <t/ <tforallje{1,2,...,d}.

Let K be the jth component of hy for all k. By the definition of v in (8), it follows that there exist sequences X, — Xg
and h; — 0, an index i*, and a constant ¢* > 0 such that

Xy € Tn, N £2, kILITOIO Un, (Xx) = V(Xo),
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and
lim [uhk (xk + hgf)e,'*> — Up, (xk)] =—c*, lim [uhk (Xk) — Un, (xk - h?@e,»)] >0
k—o00 k—o00

or

; Ky ) _ : _ _ plg. %

lim [uhk (xk + hi e,*) Un, (xk)] <0, lim [uhk (X)) — Up, (xk hi e,*>] =c*.
k— 00 k—o00

Furthermore,
lim [uhk (xk + hj(-k)ej) — Up, (Xk)] <0, lim [uhk (X)) — Up, (Xk — hj(_’c)ej)] >0
k— o0 k—00

forallj=1,2,...,d withj # i*. Thus, by (2) and the quasiuniformity of hy, a subsequence can be chosen such that
2
fim (hgf)) (Si*,h(_i‘)uhk(xk) < —c*,
2
lim (hgp) 52
Xj,

for all j # i*. Hence,

hj(_k)uhk(xk) <0

2
tim (H)" Antn, () < =",

k— o0

and by the definition of the scheme, the continuity of f, and the boundedness of v, there holds

2
0= lim (k) [—Ahkuhk(xk) —2f (uhk(xk))] > >0,
a contradiction. Therefore, v must be continuous at X € 2.

Suppose v is not continuous at Xo € 952. Since up, (X) = 0 for all X € 952, we must have v(Xo) > 0 with the limit
coming from the interior of £2. Thus, there exist sequences Xy — Xo and hy — 0 such that x;, € 7, N £2 for all k and
limy_, oo Up, (Xk) = V(Xo). We can again choose the sequence to exploit the discontinuity at Xo. Since x; € T, N £2 for all
k and U solves (4), we have

0 = —Ap, i, (X¢) — Af (un, (%))

for all k. Therefore, we can use the same argument as in the case Xy € §2 to arrive at a contradiction, and it follows that
v is continuous at Xo € 952 with v(xo) = 0. o
We can similarly show that v must be continuous over §2 with v = 0 on 9£2. The proof is complete. O

Remark 3.1. The proof of Lemma 3.1 uses a construction that is inspired by the proof of Theorem 5.4 in [32] and similar
to the contradiction derived in Subcase (iib) in the proof of Theorem 6.1 in [32]. Consequently, Lemma 3.1 has applications
for extending the convergence results of [32] when the comparison principle does not hold.

Corollary 3.1. Choose a mesh Ty, and let h, = %h for all k > 1. Let UV ¢ S(7n,) be a solution to the FD scheme defined by
(4a) and (4c). Let up, be the piecewise constant extension of UK defined by (7), and let un,, be a convergent subsequence such
that up, — v: £ — R pointwise. Then v is continuous and v(x) = 0 over 352 provided the underlying scheme is £>° stable.

Proof. For ease of presentation, all convergent sequences are understood as subsequences. Define the corresponding
upper and lower semicontinuous envelopes of v by

v(x) = limsup v(§), v(Xx) = liminfov(§). (9)

E—>x E—>x

We show both v and v are continuous over £2 from which it follows that v = v with ¥ = v = 0 over 32. The result
would follow since v < v < .

Suppose v is not continuous at Xy € £2. Then, there exist a sequence {y;} C £ and a direction x; such that y;, — X,
v(yx) = v(Xo), and v(y) has a jump in the x; or —x; direction for all k. Extend up, by defining up, (x) = 0 forall x € RI\ 2.
Then, by the definition of v in (9) and the fact that up, — v pointwise, there exist sequences X, — X and hy — 0, an
index i*, and a constant ¢* > 0 such that

Xi € Tnys  lim up, (X)) = V(Xo),
k— o0
and
. : !
lim [uhk (x;< + hgf)e,'*) — Up, (xk)] =—c*, lim [uhk (Xk) — Un, (xk — hgﬁei*ﬂ >0
k—o00 k— o0

6
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or
: ®a,\ _ - _ e\ = o
lim |up, (X + h;ep up, X) | <0, lim |up, (X¢) — un, (X — hoep ) [ = ™.
k—o00 k—o00
Furthermore,
lim [uhk (xk + h(k)ej> — Up, (xk)] <0, lim [uhk (Xk) — Un, (xk - hﬁk)ej)] >0
k—o00 J k— 00 < J
forallj = 1,2,...,d with j # i*. Thus, we can arrive at a contradiction using the same arguments as in the proof of

Lemma 3.1. The proof is complete. O

Theorem 3.1. Choose a mesh Ty, and let h, = %h forall k > 1. Let UK ¢ S(7Tn,) be a solution to the FD scheme defined
by (4a) and (4c). Let up, be the piecewise constant extension of UK defined by (7), and let un,, be a convergent subsequence
such that up, — v € C(£2) pointwise as k' — oo with v = 0 over 2. Then v is a viscosity solution of (1a) and (1c) for any
continuous reaction term f provided the underlying scheme is £>° stable. Furthermore, v is a viscosity solution of (1) if U® is

nonnegative.

Proof. For ease of presentation, all convergent sequences are understood as subsequences. Such a function v exists
by Lemma 3.1. We verify v is a viscosity solution by verifying that it is both a viscosity subsolution and a viscosity
supersolution.

To show v is a viscosity subsolution of (1), let ¢ € C?(£2) such that v — ¢ takes a strict local maximum at X, € 2.
We first assume that ¢ € P,, the set of all quadratic polynomials. Without a loss of generality, we assume v(Xq) = ¢(Xo)
(after a translation in the dependent variable). Then there exists a ball, B, (Xo) C RY, centered at X, with radius ry > 0
(in the C° metric) such that

v(X) — p(X) < V(X)) — ¢(X0) =0 VX € (Bry(%0) N 2) \ {Xo}. (10)

Hence, there exists a sequence Xy — Xo such that

lim sup 3}3 h(k)uhk(xk) =< 52‘ 0 P(Xk) = @xx(Xo) (11)
k—o00 0 X'*hi
foralli=1,2,...,d. Thus, by the definition of the scheme and the continuity of f, we have

0= ligglf[_ﬂhkuhk(xk) — M (un,(x))] = lig(i)glf[—A(p(xo) = Af (un (%)) ] = —A@(X0) — Af (9(Xo)) -

We now consider the case of a general test function ¢ € C2(£2). Recall that v — ¢ is assumed to have a local maximum
at Xq. Using Taylor’s formula we write
1
@(x) = p(X0) + Vo(Xo) - (X — Xo) + E(x — X0)' D’¢(X0)(X — Xo) + o(|X — Xo/*)
= p(x) + o(|x — Xo/*).
For any o > 0, we define the following quadratic polynomial:
p° (%) = p(x) + o |x — X0
1
= ¢(Xo) + V(Xo) - (X — Xo) + (X — Xo)" [0 luxa + EDZSD(XO)](X — Xo).
Trivially, Vp (X) = V(Xo) + [20 + D?@(X0)I(X — Xo), D*p?(X) = 20luxa + D*¢(Xo), and ¢(X) — p?(X) = o(|Xx — Xo|*) —

o|X — Xg|> < 0. Thus, ¢ — p° has a local maximum at Xy and, therefore, v — p® has a local maximum at X,. It follows that
—Ap®(Xo) — Af (p°(Xp)) < 0. Taking liminf,_, o+ and using the continuity of f we obtain

0= l(irrg(i)glf[—ﬂpa(xo) =M (07 (X)) = liﬂlégf[—ZdG — A¢(X0) — Af (¢(X0))] = —A¢(X0) — Af (¢(X0)) .

Thus, v is a viscosity subsolution of (1).
By following almost the same lines as those above we can show that if v — ¢ takes a local minimum at X, € £2 for
some ¢ € C%(£2), then

0 < —Ap(Xo) — Af (¢(Xo)) -
Hence, v is a viscosity supersolution of (1). The proof is complete. O
Remark 3.2. Combining the results of Sections 3 and 4, we have the boundary value problem (1a) and (1c) has a viscosity
solution. The existence proof holds for £2 a d-rectangle. Thus, it does not require 92 is smooth. If f is positone, then we

can guarantee v > 0 at all interior points yielding a solution to (1). If f is only semipositone, then we cannot guarantee
v is nonnegative unless A > 0 is sufficiently large similar to the classical case.

7
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Remark 3.3. By construction, it follows that any limit point for the discrete problem (4a) and (4c) is a solution to the
boundary value problem (1a) and (1c). Thus, each convergent sequence of grid functions produced by the FD scheme can
naturally be associated with a particular PDE solution. Furthermore, using the techniques in [16], a discrete solution is
guaranteed to exist in a neighborhood of a PDE solution. Thus, the FD method captures all PDE solutions (including the
strictly positive ones) in limit without introducing any false solutions. Combining these observations with the convergence
result to FD solutions that also satisfy (4b), we can ensure convergence to PDE solutions that also satisfy (1b).

Remark 3.4. The proofs of Lemma 3.1, Corollary 3.1, and Theorem 3.1 can easily be updated to non-uniformly refined
meshes using the multi-limit technique found in [32].

4. Existence, stability, and uniqueness

We show that the FD method (4) has a solution for all A > 0 when f is positone and the FD method (4a) and (4c) has a
solution for all A > 0 when f is semipositone. In Section 5 we will find positive solutions of (4a) and (4c) for appropriate A
values when f is semipositone. In this section, we propose a fixed point iteration that naturally utilizes discrete sub- and
supersolutions to define a monotone, nonexpansive operator. The mapping will also yield £°°-norm stability for solutions
of (4a) and (4c). Lastly, we will show that the scheme has a unique solution for all A > 0 sufficiently small when f is
positone and no solution that also satisfies (4b) for all A > 0 sufficiently small when f(0) < 0, consistent with the PDE
theory. The following strongly uses the fact that the matrix representation of — Ay with Dirichlet boundary conditions is
a monotone matrix in the sense that the inverse matrix has all nonnegative components since —Ap corresponds to an
M-matrix with a minimal eigenvalue strictly bounded below by a positive constant independent of h (see [33]). In other
words, we rely upon a discrete maximum principle for Poisson’s equation.

4.1. Constructing a uniformly bounded positive discrete supersolution for (4)

Define m; = (b; 4+ a;)/2 fori = 1,2....,d to be the midpoint of the domain §2 along the x; direction, and define the

quadratic function v : 2 — R by

d d
LS —my —a)
Yx) = Zd;(xl m,)+i;(bl a;)".

Observe that y(x) > 0 over 2 with Yy, = —%. Consequently, —Apy = —AY = 1.
Define the grid function U by U, = cy(X,) for all X, € 7g. Then, there holds

—AnUqy — M (Ug) = ¢ = Af (c¥r(Xq)) > 0

for all ¢ sufficiently large by the sublinear growth of f and the boundedness of . Thus, for ¢ > 0, U is a discrete
supersolution of (4), where the value for ¢ can be determined independent of h. Furthermore, the choice for U does not
depend on whether f is positone or semipositone.

We can also construct a positive discrete supersolution for (4) for each fixed mesh 7, using the following technique
based on the principle eigenfunction of the discrete Laplacian operator. The supersolution can be used for the solvers in
Section 5; however, a uniform stability estimate would require more assumptions regarding f. In particular, for f(0) > 0,
the constant ¢ below would be inversely dependent upon h,.

Define the grid function U by U, = c¢, for all x,, € Ty, where c is a positive constant and (11, ¢) denotes the principle
eigenpair of the discrete Laplacian operator —Ay over £2. Then, A; > 0 and ¢, > 0 for all X, € T, N £2 with || ][0 7,
bounded independent of h. Observe that

—AnUy — Af(Uy) = Mcy — Af(Chy) > O

for c sufficiently large by the sublinear growth of f. Thus, for ¢ > 0, Uisa positive discrete supersolution of (4).
4.2, Constructing a uniformly bounded discrete subsolution for (4a) and (4c)

Define the grid function U as the unique solution to
—ApU, = A min{0, f(0)} if X, € ThN $2, (12a)
u,=0 if X, € ThN0S2. (12b)

We consider two cases to show that U is a discrete subsolution. First, suppose f(0) > 0. Then, we have U, = 0 for all
X, € Tn, and it follows that

—AnU, — Af(U,) = —2f(0) = 0.
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Next, suppose f(0) < 0. Then, we have U, < 0 for all X, € 7y, and, by (H3) and (H4), there holds
—ApU, — Af(U,) = —4nU, — Af(0)=0

for all x, € ThN 2. Thus, U is a discrete subsolution of (4), and it is a positive discrete subsolution if f(0) > 0. Furthermore,
there exists a constant ¢ > 0 independent of h such that 0 > U, > —c for all X, € Tq.

4.3. Existence and stability for solutions of (4a) and (4c)

Theorem 4.1. There exists at least one grid function U such that U solves (4a) and (4c). If f is positone, then U also satisfies
(4b). Furthermore, there exists a constant C independent of h such that

1Ulleoe(ry,y < C,
i.e., the solution is £>°-norm stable.

Proof. Let S(7y) denote the space of all grid functions defined over 7,. Choose p > O, and define the mapping
M, S(Ta) = S(Tn) by

U=M,U, (13)
where
Uy = Uy — p[=20Us = M (U] if%e € TWN 2, (14a)
U,=0 if X, € Th N 0S2. (14b)
Clearly a fixed point of (13) is also a solution to (4a) and (4c).
Bizthe definition of Ay, we have (14a) is increasing with respect to Uy, for alli = 1,2,...,d. Furthermore, for

p < 53, (14a) is increasing with respect to U,. Thus, the mapping M, is monotone for all p > 0 sufficiently small.
Let < denote the partial ordering for vectors, and let W € S(7y) such that U < W < U, where U is defined in Section 4.1
and U is defined in Section 4.2. Define Fy, F® by

[Fole = f(U,) =f(0),  [F°l, = f(Us).
There holds
MW = M,U = U = p[~AnU — +min(0, Fo} | = U,

MW < M,U=U-p [—AhU—AFO] <U

over 7p N £2 by the monotonicity of M, and the fact that U is a discrete supersolution. Since M,W = 0 over T, N 952,
there holds U < M,W < U over Ty, and it follows by the Brouwer Fixed Point Theorem that M, has a fixed point U
such that U < U < U. Furthermore, if f is positone, i.e., f(0) > 0, then, for all X, € 7T, N §2, there holds

Uy = MUy > MU, = pAf(0) > 0.
Thus, U satisfies (4b), and it follows that U also satisfies (4b). Lastly, we have

Ul goo(zyy < max {[[U]leoo(7), [1Ulleo(mn } < €

for some constant C independent of h. The proof is complete. O

Remark 4.1. The mapping M, defined by (13) corresponds to an explicit pseudo timestepping iteration with a CFL
condition p < Ch? for some constant C. Thus, the iteration embeds the nonlinear elliptic problem into a parabolic type
problem. The fixed points would correspond to steady-state solutions of the parabolic problem.

Remark 4.2. The discrete subsolution U was used to ensure the positivity of the solutions when f is positone. The discrete
sub- and supersolutions together were used to define barriers that ensured the £°°-norm stability of the solutions. The
existence and stability results are only for solutions U such that U < U < U. If the boundary value problem has additional
solutions, different choices for U and U are needed. If a positive discrete subsolution exists, it can be used to construct a
lower bound that ensures (4b) is satisfied independent of whether f is positone or semipositone.

4.4, Uniqueness for solutions of (4) when A is small and f is positone

Theorem 4.2. Suppose the operator f in (1) is Lipschitz and positone. Then the FD method (4) has a unique solution for all
A > 0 sufficiently small independent of h.
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Proof. Suppose U and V are solutions to (4). Then, by the Mean Value Theorem, there exists a bounded function « > 0
such that

—Anp (UOt - Voc) =A [f(Ua) _f(va)] = )‘K(xoz) (ch - Va) .
Thus, W = U — V is the solution to the linear problem
AW, = (—Ap — k(X)) W, =0 ifx, € £2,
W, =0 if x, € 02.

Let A denote the matrix representation of Ap, L denote the matrix representation of —Ay, and D denote the matrix
representation of «. Then, L is a symmetric positive definite matrix and D is a diagonal matrix. Thus, A = L — AD is
nonsingular for all A > 0 sufficiently small, and it follows that W, = 0 for all X, € 7. Note that the bound for A is
independent of h since A is a symmetric matrix with L —AD > (Ag — A«™) I for A¢ > 0 the minimal eigenvalue of L, which
is bounded below independent of h, and «* an upper bound for the Lipschitz constant of f which is determined by U and
U to remove the dependence on W. The proof is complete. O

Remark 4.3. Theorem 4.2 is comparable to a known uniqueness theorem for the PDE (1). See Section 2 in [3] for a
discussion of such a result.

4.5. Nonexistence of a positive solution to (4) when X is small and f is Semipositone

Theorem 4.3. Suppose f(0) < 0. Then the FD method (4) has no solution for all A > 0 sufficiently small independent of h.

Proof. We use a proof by contradiction. Suppose (4) has a solution U for all > 0. Let ¢; > 0 denote the constant in (H1)
where f(cp) = 0. By Theorem 4.1, we can assume there exists a constant C > ¢y such that —C < U, < C for all X, € Tp.
Choose p > 0, and define the grid function V(*) by

—AVP =p  ifX, € TN 2, (15a)
VP =0  ifx, e HNAK. (15b)

Then, there exists p > 0 such that 0 < V{?) < ¢, for all X, € Ty.
Choose X > 0 such that Af(C) < p. Then,

—ApUy = Af(Us) < Af(C) < p,
and it follows that U < V(). Hence,
—ApUy = Af(Uy) < Af(c0) =0,

and we have U, < 0 for all x, € 7, N £2 contradicting the assumption that U satisfies (4b). The proof is complete. 0O

5. Solving the algebraic system and forming bifurcation curves

We provide a guaranteed solver in this section that can be used to test for nonuniqueness for positone problems, to
test for nonexistence for semipositone problems, and to assist in generating bifurcation curves. For A > 0 fixed, the solver
will converge monotonically provided the reaction term f in (1) is Lipschitz continuous and the initial guess is given by a
discrete subsolution or a discrete supersolution. The results are an application of the more general results and techniques
found in [34].

Consider the fixed point iteration

U = pg U™ (16)

for all n > 0, where K is a Lipschitz constant for f in (1) and My is defined such that
— AU KUY = A f(UM) + akU™M i x, € £2, (17a)
Ul =0 if X, € 992. (17b)

Clearly the iteration is well-defined. Furthermore, a fixed point of (16) is also a solution to (4) if we can show (4b) is
satisfied.

Lemma 5.1. Let U be a solution to (4a) and (4c). If U®) < U is a subsolution of (4), then UM = M U© is a subsolution of (4)
with U® < UM < U. IfU® > U is a supersolution of (4), then UV = MU is a supersolution of (4) with U < UM < U®©,

10
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Proof. Suppose that U9 < U is a subsolution of (4). Observe that, by the definition of My, there holds
— AU + AKULY = Af (UD) + AKU > — ApUD + AkUL

for all X, € Th, N £2. Let M denote the standard matrix representation of —Ay + AKI. Then M is a monotone matrix and
we have UM > YO,
We also have, for some 0 < x <K,

— MUY + 2KUY = 2f (USY) + AKU + 4 [F (UY) — £ (UM)]
< f (USY) + AkUD — ke [ULY — U]
= Af (UP) + acUSD + A (K — 1) UL
for all X, € 7, N £2. Subtracting AKU(" from both sides and using the fact that K > « and UV > U, it follows that
—ApUY < 0f (UD) + A (K — 1) (U — UD) < af (UD)

for all X, € Tn N §2. Therefore, UV is a subsolution of (4).
Lastly, since the function A (f + K) is monotone increasing and U®) < U, there holds

—ApUY + AKULY = Af (UD) + AKULY < Af (Uy) + AKU, = —ApUy + AKU,

for all X, € 7 N £2. Thus, UM < U.
The case when U® > U is a supersolution of (4) is similar. The proof is complete. O

Theorem 5.1. Let U be a solution to (4). If U < U is a subsolution of (4) with U > 0 for all X, € T N2, then the sequence
U™ defined by (16) converges to a solution of (4). If U9 > U is a supersolution of (4), then the sequence U™ defined by (16)
converges to a solution of (4).

Proof. Observe that, by Lemma 5.1, we have
0<UP=<uV < <U"=<U, o UPzUP>-->2U">U,>0

for all X, € 7N 2 and n > 1. Thus, the sequence U™ is monotone and bounded, and it follows that there exists V € S(7y)
such that U™ — V. Since V is nonnegative and V is a fixed point of (16), it follows that V is a solution to (4). O

Remark 5.1. If f is positone, we can let U” = 0 < U, for all X, € 7 N £2 which implies UV is a subsolution with
UM > 0 for all x, € 7 N £2 since f(0) > 0.

Remark 5.2. If f is positone, the iteration can be used to determine if the nonlinear system (4) has a unique solution for
a given value of X. Indeed, letting U®) = U, there exists a function U; such that U™ 7 U;. Letting U'® = U, there exists
a function U, such that U™ N\ U,. If U, > Uy, then the system (4) has at least two solutions.

Remark 5.3. If f is semipositone with f(0) < 0, the iteration can be used to determine if the nonlinear system (4) has
a solution for a given value of A. By setting U®) = U, we have U® > 0, and the iteration will monotonically converge
to U, which represents the maximal solution of (4a) and (4c) in the range of admissible solutions. If U, does not satisfy
(4b), then we can conclude that (4) has no solution for the given value of A.

The mapping My can naturally be used to find a minimal solution and a maximal solution to (4a) and (4c). As such, the
methods can be applied to assist in generating (A, || - ||max)-bifurcation curves since they can be used to find the minimal
branch and the maximal branch. In order to speed up the process, we use the method of continuation [35] when varying A.
Thus, for semipositone problems, most of the work goes into finding an initial point on the bifurcation curve. The proposed
iteration can be used to find such a point when A > 0 is sufficiently large after which more efficient continuation methods
can be used.

When f is positone, we can more systematically resolve the bifurcation curve and speed up the continuation process.
Suppose (A, U) is a minimal solution to (4). Observe that, for all p > 0, there holds

—AnUo = M (Ua) < (A + p)f(Ua)

since f(Uy) > 0. Thus, (A+ p, U) is a subsolution for (4) which should be closer to the solution corresponding to A+ p than
U. Once a minimal solution has been found for A, we have a natural initial guess for the minimal solution corresponding to
A+ p. Analogously, a maximal solution corresponding to A is a natural initial guess for the maximal solution corresponding
to A — p. Once the minimal and maximal branches have been found, convex combinations of the solutions can be used to
find a third solution for a given A from which point a Newton-based solver and the method of continuation can be used
to complete the corresponding branch of the bifurcation curve. This technique is used in Section 6 to generate bifurcation
curves for positone problems. Alternative methods for numerically generating bifurcation curves and more information

11
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about the method of continuation can be found in [36], where the strength of our approach is that it guarantees finding
an initial point on the bifurcation curve.

We lastly note that for both positone and semipositone problems the maximal branch can be found in parallel for
various values of A since the corresponding supersolutions can be found independently. We can similarly find the minimal
branch for positone problems in parallel. Then continuation only needs to be used to connect the branches.

6. Applications and numerical experiments

In this section we consider various applications of the reaction-diffusion problem (1). We will focus on positone
problems that have S-shaped (A, ||u|| )-bifurcation curves (see [37]). In particular, the models have unique solutions
when A is sufficiently small and when A is sufficiently large, but can feature three solutions for a range of A values. We
will also consider a semipositone problem that has no positive solutions for A small and a unique solution for A large
with some range of A values for which two solutions exist.

For each application problem we will perform several numerical tests to gauge the accuracy of our proposed FD method.
The tests show that the method can successively capture multiple solutions by simply changing the initial guess for the
nonlinear solver. We also generate bifurcation curves that support the theoretical results for the example problems. All
of the tests use either the iteration My in Section 5 or Matlab’s built-in nonlinear solver fsolve to solve (4a) and (4c). For
minimal and maximal solutions, initial guesses for fsolve are provided after using several iterations of M. Other solutions
are found by varying the initial guess to fsolve.

The bifurcation curves are generated using the method of continuation as discussed in Section 5. We use a simple
variant where we use a uniform mesh for A and first find the maximal solutions and, for positone problems, the minimal
solutions to identify the two primary branches. Once we have identified the region with three solutions for positone
problems, we find a solution on the third branch and then do one more sweep of the continuation method to fill in the
full branch. Similarly, for semipositone problems, we seek to find the point along the minimal branch where the system
no longer has multiple positive solutions. The figures use breaks and different colors to identify the different “branches”.
These could easily be connected by continuity and fixing a value for the approximate turning point to be on the A mesh. In
general, continuation methods have many variants that could be used to design more sophisticated continuation schemes
that are adaptive and can better resolve turning points. However, our primary focus in this paper is on the convergence
of the FD scheme, finding positive solutions, ruling out convergence to false solutions even when the underlying discrete
problems have multiple solutions, and constructing guaranteed initial guesses.

We can see that our method exhibits optimal rates of convergence when approximating a single solution with A fixed.
We also approximate critical A values when turning points exist in the bifurcation curve. By considering various coarse
and fine meshes, we see how the turning points evolve for h — 0%. We observe that the number of solutions for a given
A value does not appear to change significantly as h — 0 showing that the finite algebraic system of equations resulting
from the FD method qualitatively preserves the multiplicity aspects of the original PDE problem.

6.1. The Perturbed Gelfand Problem

A standard example of sublinear positone problems is the perturbed Gelfand problem (see Boddington et al. [38]). The
problem chooses the reaction term

flu) = eaa, (18)

where A is the ignition parameter, a > 0 is the activation energy, and u(x) is the dimensionless temperature. The reaction
term is based on the Arrhenius reaction-rate law in irreversible chemical reaction kinetics. It is conjectured that there
exist a value ap > 0 and corresponding values A* > A, > 0 such that (1) with f defined by (18) has three positive
solutions whenever a > ag and A, < A < A* Illustrations of the corresponding bifurcation curves are given in Fig. 1. A
graph of (18) for « = 9 can be found in Fig. 2 from which we see the sublinear and positone nature of f. More information
about multiplicity results for (1) with f defined by (18) can be found in [39].

6.1.1. Example 1: 1D Gelfand problem

We approximate the Gelfand problem with £ = (0, 1). We see in Fig. 3 that as a increases, an S-shaped bifurcation
curve is recovered, and we see how the S-shaped bifurcation curve for a = 6 evolves as h — 07 in Fig. 4. All three
approximations for a = 6 and A = 4 are pictured for various values of h in Fig. 5 with approximate rates of convergence
calculated in Fig. 6.

6.1.2. Example 2: 2D Gelfand problem

We approximate the Gelfand problem with £2 = (0, 1)2. We see in Fig. 7 that for a = 6 the problem has an S-shaped
bifurcation curve. Fig. 8 illustrates the solver in Section 5. We can see that subsolutions can be used to find the minimal
solution for each A while supersolutions can be used to find the maximal solution for each A. All three approximations
for a = 6 and A = 8 are pictured in Fig. 9.
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Fig. 1. Sketches of bifurcation curves for the perturbed Gelfand problem that support the conjecture of an S-shaped bifurcation curve when a > ao
for some value ag. The curve on the left corresponds to 0 < a < ap and the curve on the right corresponds to a > ag.
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Fig. 2. The graph of f defined by (18) with « = 9 which leads to an S-shaped bifurcation curve for (1) when restricting the problem to the interval
£2 =(0,1).

6.2. The model of Kernevez et al.

Another example with S-shaped bifurcation curves is given by the reaction term

u

Uyy=———"—
f(u) Trutpie
with £2 = (0, 1) and boundary condition u(0) = ug = u(1) for 8 and uy positive constants. See [40] for more information
about the model. When uy is sufficiently large, the corresponding reaction-diffusion problem has an S-shaped bifurcation
curve. For the numerical tests we use the transformation u — uy — u so that the model becomes

fw)= i
1 (o — u) + Blup — up?

with u(0) = 0 = u(1). The problem is also of interest since uniqueness results are still open in higher dimensions.

We note that the problem as represented by (20) is not strictly positone. The function f is positive only for 0 < u < uy,
and the function is increasing on [0, ug — 8~/2] C [0, ug]. However, the problem is considered in the numerical tests
section due to the existence of multiple positive solutions and the fact that the convergence analysis in Section 3 easily
extends to this problem when assuming 0 < U < ug for U the FD approximation, a result that is proved in Lemma 6.1 by
updating the proof of Theorem 4.1. A graph of (20) for 8 = 1 and ug = 10 can be found in Fig. 10.

We now show that the Kernevez et al. model has a solution U such that 0 < U < ug.

(19)

(20)

Lemma 6.1. There exists at least one grid function U such that U solves (4) with f defined by (20). Furthermore, 0 < U < uy.

2
Proof. Again consider the mapping M, defined by (13). Then, for p < %min [g—’; ‘C} for some constant t that depends

on B and ug (based on maximizing |f'(u)| on the interval [0, ug]), (13) is monotone.
Let W € S(Tn) such that 0 < W, < uq for all X, € 7. Observe that

0=[M,W], <uy VX, €TnNag2.
Suppose x € Ty N £2. Define the grid function 1y such that 1,(x,) = 1 for all X, € 7y. Then,
[MpW]y = [M(0 - Tn)le = 0 — p(—An[0 - Tnle — Af(0)) = pAf(0) > O,
MWy < [Mp(up - n)le = o — p(—Anlto - Tala — Af(Uo)) = o + pAf(io) = uo.
13
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Fig. 3. Bifurcation curves for Application 6.1 when N = 151 and a = 2 (top left), a = 6 (top right), and a = 10 (bottom). The bottom right graph
is zoomed in on the y-axis to better show the lower two branches of the bifurcation curve. There are no turning points when a = 2. The turning
points for a = 6 are at A = 1.99 and X = 4.36. The turning points for a = 10 are at A = 0.115 and A = 3.95.

Thus, 0 < [M,W], < uo for all X, € T, and it follows that M, has a fixed point U with 0 < U, < uo for all X, € Tn N £2.
The proof is complete. O

6.2.1. Example 3: 1D Kernevez problem

We approximate the Kernevez et al. model with 2 = (0, 1). We see in Fig. 11 how the S-shaped bifurcation curve
for up = 10 and B = 1 evolves as h — 0*. In Fig. 12, we first graph all three approximations for uy = 10, 8 = 1, and
A = 285. We also plot the unique solution for various large values of A to see how the solution to the model changes as
A — o0. We can see that, as A — oo, we expect U — ug throughout £2 consistent with the bifurcation curve in Fig. 11

and the plots of U for various values of A in Fig. 12. Lastly, we see the optimal convergence rates for all three solutions
when A = 285 in Fig. 13.

6.2.2. Example 4: 2D Kernevez problem

We approximate the Kernevez et al. model with £2 = (0, 1)2. We see in Fig. 14 that for uy = 10 the problem has an
S-shaped bifurcation curve. Fig. 15 illustrates the solver in Section 5. We can see that subsolutions can be used to find
the minimal solution for each A while supersolutions can be used to find the maximal solution for each A. The maximal
and minimal approximations for ug = 10 and A = 560 are pictured in Fig. 16. The experiment provides strong evidence
in support of the conjecture that the PDE has multiple solutions in higher dimensions.

6.3. Logistic growth with constant yield harvesting

The last application that we consider is the semipositone reaction term corresponding to logistic growth with constant
yield harvesting, i.e.,

fw)=uM —u)—c (21)
14
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alpha=6and N=11
lambda min = 1.971, lambda max = 4.35
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lambda min = 1.99, lambda max = 4.36
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Fig. 4. Bifurcation curves for Application 6.1 when a = 6 and N = 2 (top left), N = 11 (top right), and N = 151 (bottom). The turning points for
N = 2 are at A = 1.776 and » = 4.071. The turning points for N = 11 are at A = 1.971 and A = 4.35. The turning points for N = 151 are at
A =1.99 and A = 4.36.

alpha =6, lambda =4, and N = 151 alpha =6, lambda =4, and N = 151
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Fig. 5. Approximation curves for Application 6.1 when A =4, N = 151, and a = 6. The second graph is zoomed in on the y-axis to better show the
lower two solutions.

for M > 0 the carrying capacity and ¢ > 0 the harvesting term. In applications, we assume 0 < u < M and M? — 4c > 0.
See [41] for more information about the model and the PDE analysis.
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h Umin Error | Order | Umid Error | Order | Umax Error | Order
2.00e-01 5.62e-02 4.12e-01 3.24e+00
1.00e-01 1.29e-02 2.12 1.02e-01 2.01 1.19e+00 1.44
5.00e-02 3.12e-03 2.05 2.59e-02 1.98 3.25e-01 1.88
2.50e-02 7.74e-04 2.01 6.51e-03 2.00 7.72e-02 2.07
1.25e-02 1.93e-04 2.00 1.63e-03 2.00 1.87e-02 2.04
6.25e-03 4.83e-05 2.00 4.07e-04 2.00 4.65e-03 2.01
3.13e-03 1.21e-05 2.00 1.02e-04 2.00 1.16e-03 2.00
1.56e-03 3.02e-06 2.00 2.54e-05 2.00 2.90e-04 2.00

Fig. 6. Simulated rates of convergence for all three solutions of Application 6.1 when a =6 and A = 4.

alpha =6, Nx =11, and Ny = 11

lambda min = 4.025, lambda max = 8.55

alpha =6, Nx =11, and Ny = 11
lambda min = 4.025, lambda max = 8.55

300 70
Umin branch
Umid branch
250 20 Umax branch
50 1
200
—~ =40
2 =
X 150 3
- E 3
100 -
20 \
50 Umin branch = SR
Umid branch TR
L e Umax branch T
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Fig. 7. Bifurcation curves for Application 6.1 in two dimensions when hy = 1/11, hy = 1/11, and a = 6. The second graph is zoomed in on the

y-axis to better show the lower two branches of the bifurcation curve. The turning points are at A = 4.025 and 1 = 8.55.

U Min for alpha =6, Nx =11, and Ny = 11

U Max for alpha = 6, Nx = 11, and Ny = 11

300 300
250 250
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- )
D =
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50 50
0 0 g
0 2 4 6 8 10 12 ] 2 4 6 8 10 12

lambda lambda

Fig. 8. Bifurcation curves generated using the monotone iteration in Section 5 for Application 6.1 in two dimensions when h, = 1/11, h, = 1/11,
and a = 6. The first graph uses initial guesses based on subsolutions. The second graph uses initial guesses based on supersolutions.

We note that the problem as represented by (1) and (21) is not strictly semipositone. Instead, we consider the problem

~

Lu = —Au+ Aku = Af(u) in £2, (22a)
u>0 in £2, (22b)
u=20 on d52, (22¢)
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U sub for apha = 6, lambda = 8, Nx = 51, and Ny = 51 U mid for alpha = 6, lambda = 8, Nx = 51, and Ny = 51 Usuper for alpha = 6, lambda = 8, Nx = 51, and Ny = 51
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Fig. 10. The graph of f defined by (20) with 8 = 1 and uy = 10 which leads to an S-shaped bifurcation curve for (1) on the interval £2 = (0, 1).
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Fig. 11. Bifurcation curves for Application 6.2 when N = 2 (top left), N = 11 (top right), N = 101 (bottom left), and N = 151 (bottom right) with
B =1 and uy = 10. The turning points for N = 2 are at A = 240.2 and A = 283.8. The turning points for N = 11 are at A = 274.6 and A = 295.2.
The turning points for N = 101 are at A = 275.6 and A = 296. The turning points for N = 151 are at A = 275.6 and 1 = 296.1.
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u0 =10, lambda = 285, and N = 151
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Fig. 12. Plots of solutions of Application 6.2 when 8 =1 and ug =

X

lambda=500
lambda=700
lambda=1000

lambda=300

lambda=2500

04

0.5
X

0.6

0.7 0.8 0.9

1

10 for various values of A. The left plot shows all three approximations when

A = 285. The right plot shows the unique solutions for A = 300, 500, 700, 1000, 2500, where we can see that the solution converges towards the

constant ugy as A — oo.

h Umin Error | Order | Umid Error | Order | Umax Error | Order

2.00e-01 2.03e-01 7.48e-01 2.38e-01

1.00e-01 4.49e-02 2.18 1.79e-01 2.06 8.42e-02 1.50
5.00e-02 1.08e-02 2.06 4.53e-02 1.98 2.23e-02 1.92
2.50e-02 2.67e-03 2.01 1.14e-02 2.00 5.57e-03 2.00
1.25e-02 6.66e-04 2.00 2.84e-03 2.00 1.39e-03 2.00
6.25e-03 1.66e-04 2.00 7.11e-04 2.00 3.48e-04 2.00
3.13e-03 4.16e-05 2.00 1.78e-04 2.00 8.70e-05 2.00
1.56e-03 1.04e-05 2.00 4.45e-05 2.00 2.17e-05 2.00

Fig. 13. Simulated Rates of convergence for all three solutions of Application 6.2 when 8 = 1, up = 10, and A = 285.

u0 = 10, Nx = 21, and Ny = 21

lambda min = 554.375, lambda max = 564.825
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Fig. 14. Bifurcation curve for Application 6.2 in two dimensions when h, = 1/21, hy = 1/21, and ug = 10. The turning points are at A = 554.375

and A = 564.825.

with the reaction term

—c
f(u) =qku+uM—u
kM —c

ifu <0,
if0<u<M,
ifu>M

)—c¢
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U Min for u0 = 10, Nx = 21, and Ny =21 U Max for u0 = 10, Nx = 21, and Ny = 21
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Fig. 15. Bifurcation curves generated using the monotone iteration in Section 5 for Application 6.2 in two dimensions when h, = 1/21, h, = 1/21,
and uy = 10. The first graph uses initial guesses based on subsolutions. The second graph uses initial guesses based on supersolutions.
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Fig. 16. The maximal and minimal solutions for Application 6.2 in two dimensions when h, = 1/51, h, = 1/51, up = 10, and 1 = 560.

for k > M and note that (22) and (23) are semipositone with —A replaced by the elliptic linear operator £. A graph of
(21) for M =5 and ¢ = 1 and the corresponding graph of (23) for M = 5, c = 1, and « = 6 can be found in Fig. 17.

Since the discrete operator Ly corresponding to £ is monotone, we can straightforwardly extend the convergence
result in Theorem 3.1; the admissibility, stability, and nonexistence results for semipositone problems in Section 4; and
the solver in Section 5 to the simple finite difference scheme (4) with — Ay, replaced by Ly and f replaced by f. Due to
the constant extension used in (23) and the fact that solutions to the FD method L, U, = C paired with zero Dirichlet
boundary conditions are uniformly bounded independent of h, we can construct a uniformly bounded positive discrete
supersolution similar to how we constructed the discrete subsolution in (12). However, we can also choose U = M as the
supersolution since LM = AkM > AkM — Ac = f(M).

We could analogously choose U to solve (12) and U = M and work with f directly as we did in Section 6.2 for the
model of Kernevez et al. to directly show that the unmodified scheme has a solution U with U < U < U and that the
scheme has no nonnegative solution for X sufficiently small. We use this approach in the numerical experiments.

6.3.1. Example 5: 1D logistic problem with harvesting

We approximate the logistic growth model with constant yield harvesting with 2 = (0, 1), M = 5, and ¢ = 1. We
see in Fig. 18 that the problem has no positive solutions for A sufficiently small, two positive solutions for a certain range
of A values, and a unique positive solution for A sufficiently large. In Fig. 19 we graph the solutions for various values of
A and observe the change from positive to sign-changing solutions for A sufficiently large along the lower branch of the
bifurcation curve.

7. Conclusion

The paper provides a blue print for proving admissibility and stability as well as convergence results when a PDE
has multiple solutions. The admissibility and stability analysis assumed the underlying reaction-diffusion equation was
positone or semipositone with sublinear growth. Assuming the underlying FD scheme is stable, the convergence proof
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7> <3 >
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Fig. 17. The graph of f andf defined by (21) and (23) with M =5, c =1, and k = 6.

U Max for Nx=101,M =5,andc =1 UMax for Nx=101,M = 5,andc =1
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Fig. 18. Bifurcation curves for Application 6.3 when N = 101 with M = 5 and ¢ = 1. The green curve represents the maximal solutions while the
red curve represents the nonuniqueness of positive solutions. The blue curve corresponds to sign-changing solutions after the termination of the
red branch. The critical A values are A = 3.382 and A = 8.799. The second plot is generated using the monotone iteration in Section 5 to capture
only the maximal solutions and determine the critical value for A for nonexistence.
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Fig. 19. Plots of solutions for Application 6.3 when N = 101 with M = 5 and ¢ = 1 for various A values. The black curve is the solution when
A = 3.382. The green and red curves are both for A = 5. The blue curve is the positive solution for A = 8.8. The yellow and pink curves are for
A = 25 where the yellow curve is the positive solution and the pink curve is a sign-changing solution. The right plot shows how the semipositone
structure forces the outward normal derivative to transition from negative to positive as the positive solutions transform to sign-changing solutions
along the lower branch of the bifurcation curve.

only required continuity of the reaction term. Thus, the convergence analysis applies to a much wider class of semilinear
problems, and, going forward, only the admissibility and stability of the scheme needs to be verified for more general
choices of f. The paper also provides a guaranteed solver that can find nonnegative solutions or show that no such solution
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exists. Initial guesses are not restricted to be in a neighborhood of a PDE solution making the methods much more robust
for application problems, and the initial points are easy to construct.

The convergence analysis provided in Section 3 is sufficiently flexible so as to be applicable to many classes of problems
for which monotone approximation methods exist and for which stability bounds can be derived using the notion of
discrete sub- and supersolutions. Given that monotone FD methods exist for fully nonlinear degenerate elliptic problems
[30,42], nonlocal equations [43], and problems with nonlinear boundary conditions [44] (to name a few), it is possible
that our results may be extended to these cases as well. Further, for any theoretical setting in which a method of sub-
and supersolutions exists, it may be possible to replicate our results.

Nonlinear reaction-diffusion problems naturally arise in mathematical biology and many other applications. Non-
uniqueness can be a major hurdle when trying to approximate such problems, especially when only the positive solution
is relevant. This paper shows that simple FD methods yield convergent approximations that can reliably be used in
applications. The paper also provides a solver that can test for uniqueness and nonexistence. Thus, the simple FD methods
can also be used to reliably and efficiently generate bifurcation curves for studying existence and uniqueness results of
the underlying PDE. In a future work we plan to extend the work to radial finite difference methods and finite element
methods to better handle a more general class of domains.
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